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In this paper, the existence of multiplicity distinct weak solutions is proved for differentiable functionals for perturbed systems of
impulsive nonlinear fractional differential equations. Further, examples are given to show the feasibility and efficacy of the key
findings. This work is an extension of the previous works to Banach space.

1. Introduction

This paper explores the perturbed impulsive fractional differ-
ential system
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where u = ðu1, u2,⋯, unÞ, n ≥ 1, 0 < αi ≤ 1 for 1 ≤ i ≤ n, 0D
αi
t

and tD
αi
T are the left and right Riemann–Liouville fractional

derivatives of order αi, respectively, φpðsÞ = jsjp−2s, s ≠ 0,
φpð0Þ = 0, p > 1, λ > 0, μ > 0, T > 0, and F,G : ½0, T� ×ℝn

⟶ℝ are L1-Caratheodory functions, and they satisfy in
the following standard summability condition:

sup
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ð2Þ

for any ς1 > 0 with ξ = ðξ1, ξ2,⋯, ξnÞ and jξj =
ffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i=1ξ
p
i
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q
,

and hi : ℝ⟶ℝ is a ðp − 1Þ-Lipschitz continuous function
with the Lipschitz constant Li > 0, i.e.,

hi ξ1ð Þ − hi ξ2ð Þj j ≤ Li ξ1 − ξ2j jp−1, ð3Þ

for every ξ1, ξ2 ∈ℝ, satisfying hið0Þ = 0 for 1 ≤ i ≤ n. The
operator Δ is defined as 0 < t0 < t1<⋯<tm + 1 = T and
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where
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and I j ∈ Cðℝ,ℝÞ is a ðp − 1Þ-Lipschitz continuous function
with the Lipschitz constant Lij > 0, i.e.,

I j ξ1ð Þ − I j ξ2ð Þ�� �� ≤ Lij ξ1 − ξ2j jp−1: ð6Þ

Here, Fui
and Gui

are the partial derivatives of F and
G with respect to ui for 1 ≤ i ≤ n, respectively.

In science and engineering, fractional differential equa-
tions (FDEs) have recently proved to be useful methods for
modeling a broad variety of phenomena. In viscoelasticity,
electrochemistry, power, porous media, and electromagne-
tism, for instance, see [1–33] and the references therein.
Many articles have recently investigated the existence of solu-
tions to boundary value problems for FDEs, and we refer the
reader to one of them [2, 18–20, 34–46] and the references
therein. For example, Kamache et al. [40] investigated the
existence of three solutions for a class of fractional p-Lapla-
cian systems using a variational structure and critical point
theory.

In [36], we investigated the existence of solutions of the
periodic boundary value problem for a nonlinear impulsive
fractional differential equation with periodic boundary con-
ditions:

D2αu tð Þ = f t, u,Duð Þ,
 t ∈ 0, 1ð � \ t0, t1,⋯, tm, 0 < α < 1,

ð7Þ

lim
t⟶0+

t1−αu tð Þ = u 1ð Þ, ð8Þ

lim
t⟶0+

t1−αDαu tð Þ =Dαu 1ð Þ, ð9Þ

lim
t⟶t+j

t − t j
� �1−α u tð Þ − u tj

� �� �
= I j u tð Þð Þ, ð10Þ

lim
t⟶t+j

t − t j
� �1−α Dαu tð Þ −Dαu tj

� �� �
=�I j u tð Þð Þ, ð11Þ

where DαuðtÞ = ð0Dα
t uÞðtÞ = ð1/ðΓð2 − αÞÞÞðd/dtÞÐ t0ðt − τÞ−α

uðτÞdτ is the standard Riemann–Liouville fractional deriva-
tive, D2αu =DαðDαuÞ is the sequential Riemann–Liouville
fractional derivative presented by Miller and Ross on p. 209
of [14], 0 < t0 < t1 <⋯<tm = 1, I j,�I j ∈ Cðℝ,ℝÞðj = 1,⋯,mÞ,
and f is continuous at every point ðt, u, vÞ ∈ ½0, 1� ×ℝ ×ℝ.
By using the method of upper and lower solutions and its
associated monotone iterative method, the author studies
the existence and uniqueness of the solution of the periodic
boundary value problem for the nonlinear impulsive frac-
tional differential equation (7).

Upon using variational methods and critical point the-
ory, the presence of one weak solution for the system was also

demonstrated in [19] with μ = 0 and Iij = 0 for i = 1,⋯, n and
j = 1,⋯,m.

Impulsive effects are a common phenomenon triggered
by short-term perturbations that are negligible in relation
to the original operation’s total duration. Such perturbations
can be approximated fairly well as instantaneous changes of
state or in the form of impulses. Such phenomena governing
equations can be interpreted as impulsive differential equa-
tions. There has been a surge in interest in the study of
impulsive differential equations in recent years, as these
equations provide a natural framework for mathematical
modeling of many real-world phenomena, especially in con-
trol theory, physics, chemistry, population dynamics, bio-
technology, economics, and medical fields. Under such
boundary conditions, the presence of solutions for impulsive
differential equations with variational structures is deter-
mined by variational methods. See, for example, [36] as well
as the references therein. Many scholars have recently stud-
ied fractional differential equations with impulses using var-
iational methods, fixed point theorems, and critical point
theory, due to the rapid growth in the theory of fractional cal-
culus and impulsive differential equations, as well as their
broad applications in a variety of fields (see, for example,
[35, 44] and the references therein for a thorough discussion,
as well as the sources therein for more details). For example,
Gao et al. provided sufficient conditions for the existence and
uniqueness of solutions for a class of impulsive integrodiffer-
ential equations with nonlocal conditions involving the
Caputo fractional derivative using the Schaefer fixed point
theorems (see [45]).

The existence of infinitely many solutions for the system
(1) was discussed in [46] using variational methods. Some
new parameters to guarantee that the system (1), in the case
μ = 0, has at least two nontrivial and nonnegative solutions
were obtained in [30] under appropriate hypotheses and
using variational methods.

Recently, in Reference [27], perturbed systems of impul-
sive nonlinear fractional differential equations were studied,
including continuous nonlinear Lipschitz terminology where
at least three distinct weak solutions were demonstrated based
on the modern critical point theory of differentiable functions,
but here, we will prove the existence of three distinct weak
solutions for differentiable functionals for perturbed systems
of impulsive nonlinear fractional differential equations.

Most precisely, in this work, we extend the last work [38]
to Banach space, where we show that there are at least three
weak solutions for the system (1), which involves two param-
eters λ and μ. Furthermore, we do not need any asymptotic
conditions of the nonlinear term at infinity in our new find-
ings. The proof is based on a three-critical point theorem
proved by Bonanno and Candito in [32], which we will revisit
in the following section (Theorem 1). Theorem 10 is our
most important finding. As a result, Theorem 11 can be
deduced. Theorem 11 is shown in Example 1. When it comes
to a scalar situation (n = 1), we obtain Theorems 14 and 15 as
special cases of Theorems 10 and 11. Theorem 15 is shown in
Example 2. Under appropriate conditions on the nonlinear
term at zero and at infinity, we obtain the presence of at least
two positive solutions in Theorem 16.
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The present paper is organized as follows. In Section 2,
we recall some basic definitions and preliminary results,
while Section 3 is devoted to the existence of multiple weak
solutions for the eigenvalue system (1).

2. Preliminaries

Let X be a nonempty set and Φ,Ψ : X⟶ℝ be two func-
tions. For all r1, r2, r3 > infXΦ, r2 > r1, r3 > 0, we define

φ rð Þ≔ inf
u∈Φ−1 −∞,rð Þ

supv∈Φ−1 −∞,rð ÞΨ vð Þ
� �

−Ψ uð Þ
r −Φ uð Þ ,

β r1, r2ð Þ≔ inf
u∈Φ−1 −∞,rð Þ

supv∈Φ−1 r1,r2½ Þ
Ψ vð Þ −Ψ uð Þ
Φ vð Þ −Φ uð Þ ,

γ r2, r3ð Þ≔
supu∈Φ−1 −∞,r2+r3ð Þ

r3
,

α r1, r2, r3ð Þ≔max φ r1ð Þ, φ r2ð Þ, γ r2, r3ð Þf g:

ð12Þ

Theorem 1 ([32], Theorem 3.3). Let X be a reflexive real
Banach space; let Φ : X⟶ℝ be a coercive and continuously
Gateaux differentiable and sequentially weakly lower semi-
continuous functional whose Gateaux derivative admits a
continuous inverse on X∗, where X∗ is the dual space of X,
and let Ψ : X ⟶ℝ be a continuously Gateaux differentiable
functional whose Gateaux derivative is compact, such that

ða1Þ: Φ is convex, and infXΦ =Φð0Þ =Ψð0Þ = 0.
ða2Þ: for every u1, u2 ∈ X such that Ψðu1Þ ≥ 0 and Ψðu2Þ

≥ 0, one has

inf
s∈ 0,1½ �

Ψ su1 + 1 − sð Þu2ð Þ ≥ 0: ð13Þ

Assume that there are three positive constants r1, r2, and
r3 with r1 < r2, such that

a3ð Þφ r1ð Þ < β r1, r2ð Þ,
a4ð Þφ r2ð Þ < β r1, r2ð Þ,

a5ð Þγ r2, r3ð Þ < β r1, r2ð Þ:
ð14Þ

Then, for each λ ∈ �1/βðr1, r2Þ, 1/αðr1, r2, r3Þ½, the func-
tional Φ − λΨ admits three distinct critical points u1, u2,
and u3 such that u1 ∈Φ−1ð−∞,r1Þ, u2 ∈Φ−1½r1, r2Þ, and u3
∈Φ−1ð−∞, r2 + r3Þ.

Now, we introduce some important fractional calculus
concepts and properties that will be used in this paper.

Let C∞
0 ð½0, T�,ℝnÞ be the set of all functions x ∈ C∞

0 ð½0,
T�,ℝnÞ with xð0Þ = xðTÞ = 0 and the norm

xk k∞ = max
t∈ 0,T½ �

x tð Þj j ð15Þ

Denote the norm of the space Lpð½0, T�,ℝnÞ for 1 ≤ p
<∞ by

xk kLp =
ðT
0
x sð Þj jpds: ð16Þ

The following lemma yields the boundedness of the Rie-
mann–Liouville fractional integral operators from the space
Lpð½0, T�,ℝnÞ to the space Lpð½0, T�,ℝnÞ, where 1 ≤ p <∞.

Definition 2 [35]. The left and right Riemann–Liouville frac-
tional derivatives of order αi for the function u are defined in
the following forms, respectively,

0D
αi
t u tð Þ = 1

Γ 1 − αið Þ
d
dt

ðt
0
t − sð Þ−αi u sð Þds


 �
, t > 0,

tD
αi
t u tð Þ = 1

Γ 1 − αið Þ
d
dt

ðT
t
s − tð Þ−αi u sð Þds


 �
, t < T ,

ð17Þ

where u is a function defined on ½0, T� and αi > 0 for 1 ≤ i ≤ n,
and ΓðαiÞ is the standard gamma function given by

Γ zð Þ =
ð+∞
0

zαi−1e−zdz: ð18Þ

Definition 3 (see [40]). Let αi ≥ 0 for 1 ≤ i ≤ n and n ∈ℕ.

(i) If αi ∈ ðn − 1, nÞ and u ∈ ACn ð½0, T�,ℝnÞ, then the
left and right Caputo fractional derivatives of order
αi for function u denoted by c

0D
αi
t u and c

tD
αi
T u, respec-

tively, exist almost everywhere on ½0, T� and for 1 ≤
i ≤ n, where c

0D
αi
t u and c

tD
αi
T u are represented by

c
0D

αi
t u =

1
Γ n − αið Þ

ðt
0
t − sð Þn−αi−1u nð Þ sð Þds, t ∈ 0, T½ �,

c
tD

αi
T u =

−1ð Þn
Γ n − αið Þ

ðT
t
t − sð Þn−αi−1u nð Þ sð Þds, t ∈ 0, T½ �,

ð19Þ

respectively.

(ii) If αi = n − 1 and u ∈ ACnð½0, T�,ℝnÞ, then c
0D

n−1
t uðtÞ

and c
tD

n−1
T uðtÞ are represented by c

0D
n−1
t uðtÞ = uðn−1Þ

ðtÞ and c
tD

n−1
T uðtÞ = ð−1Þn−1uðn−1ÞðtÞ

Lemma 4. Let 0 < αi ≤ 1 for 1 ≤ i ≤ n, 1 ≤ p <∞, and u ∈
Lpð½0, T�,ℝnÞ. Then

0D
−αt
ξ u

��� ���
Lp 0,t½ �ð Þ

≤
tαi

Γ αi + 1ð Þ uk kLp 0,t½ �ð Þ, for ξ ∈ 0, t½ �, t ∈ 0, T½ �:

ð20Þ

Proposition 5 (see [40]). From fractional integration, we
have

ðT
0

0D
−α
t u tð Þ½ �v tð Þdt =

ðT
0

tD
−α
T v tð Þ½ �u tð Þdt, α > 0, ð21Þ
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provided that u ∈ Lpð½0, T�,ℝÞ, v ∈ Lqð½0, T�,ℝÞ, and p ≥ 1,
ð1/pÞ + ð1/qÞ ≤ 1 + α or p ≠ 1, q ≠ 1, ð1/pÞ + ð1/qÞ = 1 + α.

Definition 6 (see [40]). Let 0 < αi ≤ 1 for 1 ≤ i ≤ n. The frac-
tional derivative space Hαi

0 ð0, TÞ (denoted by Hαi
0 for short)

is defined by the closure C∞
0 ð½0, T�,ℝÞ, that is,

Hαi
0 = C∞

0 0, T½ �,ℝð Þ, ð22Þ

with respect to the weighted norm

uik kpαi =
ðT
0

0D
αi
t ui tð Þ

�� ��pdt + ðT
0
ui tð Þj jp


 �
dt, ð23Þ

for every ui ∈H
ai
0 and for 1 ≤ i ≤ n.

Remark 7. It is obvious that the fractional derivative space
Hαi

0 is the space of functions ui ∈ Lpð½0, T�,ℝÞ having an
αi order Riemann–Liouville fractional derivative 0Dt

αiui ∈
Lpð½0, T�,ℝÞ and uið0Þ = uiðTÞ = 0 for 1 ≤ i ≤ n. From [12]
(Proposition 3.1), we know that for 0 < αi ≤ 1, the space
Hαi

0 is a reflexive and separable Banach space.

Lemma 8 (see [40]). Let 0 < αi ≤ 1 for 1 ≤ i ≤ n, and 1 < p <∞
. For any ui ∈H

αi
0 , we have

uik kLp ≤
Tαi

Γ αi + 1ð Þ 0D
αi
t ui tð Þ

�� ��
Lp
: ð24Þ

Moreover, if αi > 1/p, then

uik k∞ ≤
Tαi− 1/pð Þ

Γ αið Þ αi − 1ð Þq + 1ð Þ1/q 0D
αi
t ui tð Þ

�� ��
Lp
, ð25Þ

where ð1/pÞ + ð1/qÞ = 1. Upon using (23), we observe that

uik kαi = 0D
αi
t ui tð Þ

�� ��
Lp
=

ðT
0

0D
αi
t ui tð Þ

�� ��pdt
 �1/p
, ∀ui ∈H

αi
0 ,

ð26Þ

for 1 ≤ i ≤ n, which is equivalent to (15). Then, we have

〠
n

i=1
uik kpLp ≤ S〠

n

i=1
uik kpαi , ð27Þ

and if αi > 1/p, then

〠
n

i=1
uik kp∞ ≤M〠

n

i=1
uik kpαi , ð28Þ

with

S =max Tpαi

Γ αi + 1ð Þð Þp , 1 ≤ i ≤ n

 �

,

M =max Tpαi−1

Γ αi + 1ð Þð Þp αi − 1ð Þq + 1ð Þp/q , 1 ≤ i ≤ n

( )
:

ð29Þ

Now, we let X be the Cartesian product of n Sobolev spaces
Hαi

0 ,⋯,Hαi
0 , i.e., X =Hαi

0 ×⋯ ×Hαn
0 , which is a reflexive

Banach space endowed with the norm

u1,⋯, unð Þk k = 〠
n

i=1
uik kαi : ð30Þ

Obviously, X is compactly embedded in ðC0ð½0, T�ÞÞn.

Definition 9.We mean by a (weak) solution of the system (1)
any function u = ðu1,⋯, unÞ ∈ X such that

〠
n

i=1

ðT
0

0D
αi
t ui tð Þ

�� ��p−20Dαi
t ui tð Þ ⋅ 0Dαi

t vi tð Þdt
� �

− 〠
n

i=1

ðT
0
hi ui tð Þð Þvi tð Þdt + 〠

n

i=1
〠
m

j=1
ai t j
� �

Iij ui t j
� �� �

vi t j
� �

− λ〠
n

i=1

ðT
0
Fui

t, uð Þvi tð Þdt − μ〠
n

i=1

ðT
0
Gui

t, uð Þvi tð Þdt = 0,

ð31Þ

for every v = ðv1,⋯, vnÞ ∈ X.
Put

Hi xð Þ =
ðx
0
hi ξð Þdξ, for all x ∈ℝ, ð32Þ

for 1 ≤ i ≤ n.
We need the following conditions:
ðH1Þ: 1/p < αi ≤ 1 for 1 ≤ i ≤ n.
ðH2Þ: Iijð0Þ = 0, and there exists a constant Lij > 0 such

that

Iij s1ð Þ − Iij s2ð Þ�� �� ≤ Lij s1 − s2j jp−1,
 for any s1, s2 ∈ℝ i = 1,⋯, n, j = 1,⋯,mð Þ:

ð33Þ

ðH3Þ: ∑n
i=1ðLiTpαi /ðΓðαi + 1ÞÞpai Þ +MCmk�ak∞ < 1,

where C =maxi∈f1,⋯,ng,ji∈f1,⋯,mgLij and �a =max faiðtÞ, t ∈ ½0
, T�, 1 ≤ i ≤ ng.
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Put

σ =min 1 − LiT
pαi

Γ αi + 1ð Þð Þp , 1 ≤ i ≤ n

 �

,

ρ =max 1 + LiT
pαi

Γ αi + 1ð Þð Þpai , 1 ≤ i ≤ n

 �

,

ϱ1 = σ −MCm �ak k∞,
ϱ2 = σ +MCm �ak k∞:

ð34Þ

3. Main Results

In this section, we present our key findings regarding the
existence of at least three weak system solutions (1). For
any ς > 0, we denote by QðςÞ the set fðxi,⋯, xnÞ ∈ℝn : ð1/pÞ
∑n

i=1jxijp ≤ ςg. For positive constants θ and η, set

Gθ ≔
ðT
0

max
x1,⋯,xnð Þ∈Q θð Þ

G t, x1,⋯, xnð Þdt,

Gη ≔ inf
0,T½ �× 0,Γ 2−α1ð Þη½ �×⋯× 0,Γ 2−αnð Þη½ �

G t, x1,⋯, xnð Þdt:
ð35Þ

For the rest of this article, positive constants will be used
(θ and η), and let Θ and η be the vectors in ℝn defined by

Θ =
ffiffiffi
θp

p
,⋯,

ffiffiffi
θp

p� �
,

�η = Γ 2 − α1ð Þη,⋯, Γ 2 − αnð Þηð Þ,
ð36Þ

respectively.
Set

Ci αi, γð Þ = 1
p γTð Þp

(ðγT
0
tp 1−αið Þdt

+
ð 1−γð ÞT

γT
t1−αi − t − γTð Þ1−αi� �p

dt

+
ðT

1−γð ÞT
t1−αi − t − γTð Þ1−αi� ��

− 1 − 1 − γð ÞTð Þ1−αi�p
)
,

ð37Þ

for 0 < γ < 1/p, and

K1 = max Ci αi, γð Þ, 1 ≤ i ≤ nf g,
K2 = min Ci αi, γð Þ, 1 ≤ i ≤ nf g:

ð38Þ

Fixing four positive constants θ1, θ2, θ3, and η, put

δλ,G ≔min 1
pM

min
(
ϱ1θ

p
1 − pMλ

Ð T
0 F t,Θ1ð Þdt

Gθ1
,

8<
:

� ϱ1θ
p
2 − pMλ

Ð T
0 F t,Θ2ð Þdt

Gθ2
, ϱ1 θp3 − θp2

� �
− pMλ

Ð T
0 F t,Θ3ð Þdt

Gθ3

)

�
K1nϱ2η

p − λ
Ð 1−γð ÞT
γT F t, �nð Þdt − Ð T

0 F t,Θ1ð Þdt
� �

TGη −Gθ1

9=
;,

ð39Þ

for 0 < γ < 1/p.

Theorem 10. Let F : ½0, T� ×ℝn ⟶ℝ be nonnegative.
Assume that there exist positive constants γ < 1/p, θ1, θ2, θ3,
and η with θ1 < ðpMK2nÞ1/pη and ðpMK1nϱ2/ϱ1Þ1/pη < θ2 <
θ3 such that

ðA1Þ:

max
Ð T
0 F t,Θ1ð Þdt

θp1
,
Ð T
0 F t,Θ2ð Þdt

θp2
,
Ð T
0 F t,Θ3ð Þdt
θp3 − θp2

( )

< ϱ1
pM

Ð 1−γð ÞT
γT F t, �ηð Þdt − Ð T

0 F t,Θ1ð Þdt
K1nϱ2ηp

:

ð40Þ

Then, for every

λ ∈
K1nϱ2η

pÐ 1−γð ÞT
γT F t, �ηð Þdt − Ð T

0 F t,Θ1ð Þdt
, ϱ1
pM

min

3
5

� θp1Ð T
0 F t,Θ1ð Þdt

, θp2Ð T
0 F t,Θ2ð Þdt

, θp3 − θp2Ð T
0 F t,Θ3ð Þdt

,
( )2

4,
ð41Þ

and every nonnegative function G : ½0, T� ×ℝn ⟶ℝ satisfy-
ing Gθ ≥ 0, there exists δλ,G > 0 given by (39) such that, for each
μ ∈ ½0, δλ,G½, the system (1) has at least three solutions u1, u2,
and u3 such that maxt∈½0,T� ju1ðtÞj < θ1, maxt∈½0,T� ju2ðtÞj < θ2,
and maxt∈½0,T�ju3ðtÞj < θ3.

Proof. Our aim is to apply Theorem 1 to the system (1). We
take X =Hα1

0 ×⋯ ×Hαn
0 and introduce the functionals Φ

and Ψ for u = ðu1, u2,⋯, u3Þ ∈ X, as follows:

Φ uð Þ = 1
p
〠
n

i=1
uik kpαi − 〠

n

i=1

ðT
0
Hi ui tð Þð Þdt

+ 〠
n

i=1
〠
m

j=1
ai t j
� �ðui t jð Þ

0
Iij sð Þds,

ð42Þ

Ψ uð Þ =
ðT
0
F t, u tð Þð Þdt + μ

λ

ðT
0
G t, u tð Þð Þdt, ð43Þ
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and we put

Iλ uð Þ =Φ uð Þ − λΨ uð Þ: ð44Þ

Clearly, Φ and Ψ are continuously Gateaux differentiable
functionals whose Gateaux derivatives at the point u ∈ X are
given by

Ψ′ uð Þ vð Þ =
ðT
0
〠
n

i=1
Fui

t, u tð Þð Þvi tð Þdt

+ μ

λ

ðT
0
〠
n

i=1
Gui

t, i tð Þð Þvi tð Þdt,

Φ′ uð Þ vð Þ = 〠
n

i=1

ðT
0
ai tð Þ 0D

αi
t ui tð Þ

�� ��p−2
0D

αi
t ui tð Þ ⋅Dαi

t vi tð Þdt

 �

−
ðT
0
〠
n

i=1
hi ui tð Þð Þvi tð Þdt

+ 〠
m

j=1
〠
n

i=1
ai t j
� �

Iij ui t j
� �� �

vi t j
� �

,

ð45Þ

for every v = ðv1, v2,⋯, vnÞ ∈ X. Clearly, Φ′,Ψ′ ∈ X∗, and we
easily observe that infXΦ =Φð0Þ =Ψð0Þ = 0:

We can show by (42) that Φ is sequentially weakly lower
semicontinuous. Indeed, taking the sequentially weakly lower
semicontinuity property of the norm into account and since
Hi is continuous for i = 1,⋯, n, it is enough to prove that

〠
m

j=1
〠
n

i=1
ai t j
� �ðui t jð Þ

0
Iij sð Þds, ð46Þ

is weakly continuous in X. In fact, for fuk = ðu1k,⋯, unkÞg
⊂ X, if fukg converges to u in X, then there exists S1 > 0 such
that kukk∞ ≤ S1. Therefore, we have

〠
m

j=1
〠
n

i=1
ai t j
� �ðuik t jð Þ

0
Iij sð Þds − 〠

m

j=1
〠
n

i=1
ai t j
� �ðui t jð Þ

0
Iij sð Þds

�����
�����

≤ 〠
m

j=1
〠
n

i=1
ai t j
� �ðuik t jð Þ

ui t jð Þ
Iij sð Þds

�����
�����

≤ S2mn �ak k∞ uk − uk k∞ ⟶ 0,

ð47Þ

where S2 = maxi∈f1,⋯,ng,j∈f,⋯,mg,∣s∣≤S1 IijðsÞ. So, we have ∣Φ
ðukÞ −ΦðuÞ ∣⟶0; thus, Φ is weakly continuous. Hence,
Φ is sequentially weakly lower semicontinuous in X. We
show what is required. Since hi ð0Þ = 0, one has jhiðxiÞj ≤ Li
jxijp−1 for i = 1,⋯, n; from (43) and the condition ðH2Þ, we
see that

ϱ1
p
〠
n

i=1
uik kpαi ≤

σ

p
〠
n

i=1
uik kpαi −

M
p
〠
n

i=1
〠
m

j=1
Lij aik k∞ uik kpαi

≤
1
p
〠
n

i=1
uik kpαi − 〠

n

i=1

LiT
pαi

p Γ αi + 1ð Þð Þpai uik kpαi

+ 〠
n

i=1
〠
m

j=1
aj t j
� �ðui t jð Þ

0
Iij sð Þds ≤Φ uð Þ

≤
1
p
〠
n

i=1
uik kpαi + 〠

n

i=1

LiT
pαi

p Γ αi + 1ð Þð Þpai uik kpαi

+ 〠
n

i=1
〠
m

j=1
ai t j
� �ðui t jð Þ

0
Iij sð Þds

≤
ρ

p
〠
n

i=1
uik kpαi +

M
p
〠
n

i=1
〠
m

j=1
Lij aik k∞ uik kpαi

≤
ϱ2
p
〠
n

i=1
uik kpαi ,

ð48Þ

and bearing the condition ðH3Þ in mind, it follows
limkuk⟶∞ ΦðuÞ = +∞; namely, Φ is coercive and convex.

For 0 < γ < 1/p, define ω = ðω1, ω2,⋯, ωnÞ by

ωi tð Þ =

Γ 2 − αið Þη
γT

t, t ∈ 0, γT½ ½,

Γ 2 − αið Þη, t ∈ γT , 1 − γð ÞT½ �,
Γ 2 − αið Þη

γT
T − 1ð Þ, t ∈ 1 − γð ÞT , T� �,

8>>>>>><
>>>>>>:

ð49Þ

for 1 ≤ i ≤ n. Clearly, ωið0Þ = ωiðTÞ = 0 and ωi ∈ Lp ð½0, T�Þ
for 1 ≤ i ≤ n. A direct calculation shows that

0D
αi
t ωi tð Þ =

η

γT
t1−αi , t ∈ 0, γT½ ½,

η

γT
t1−αi − t − γTð Þ1−αi� �

, t ∈ γT , 1 − γð ÞT½ �,
η

γT
t1−αi − t − γTð Þ1−αi − t − 1 − γð ÞTð Þ1−αi� �

, t ∈ 1 − γð ÞT , T� �,

8>>>>>>><
>>>>>>>:

ð50Þ
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for 1 ≤ i ≤ n. Furthermore,

ðT
0

0D
αi
t ωi tð Þ

�� ��pdt = η

γT


 �p
(ðγT

0
t 1−aið Þpdt

+
ð 1−γð ÞT

hT
t1−αi − t − γTð Þ1−αi� �p

dt

+
ðT

1−hð ÞT
t1−αi − t − γTð Þ1−αi�

− t − 1 − γð ÞTð Þ1−αi�pdt
)

= pηpCi αi, γð Þ,
ð51Þ

for 1 ≤ i ≤ n. Thus, ω ∈ X, and

ωik kpαi = pηpC αi, γð Þ, ð52Þ

for 1 ≤ i ≤ n. By using (50) and (52), we have

K2nϱ1η
p ≤Φ ωð Þ ≤ K1nϱ1η

p: ð53Þ

Choose r1 = ðϱ1/pMÞθp1, r2 = ðϱ1/pMÞθp2, and r3 = ðϱ1/p
MÞðθp3 − θp2Þ. From the conditions θ3 > θ2, θ1 < ðpMK2nÞ1/p
η, and ðpMK1nϱ2/ϱ1Þ1/pη < θ2, we achieve r3 > 0 and r1 <Φ
ðωÞ < r2. From the definition of Φ and considering Equa-
tions (24), (27), and (50), one has

Φ−1 −∞;r1ð Þ = u ∈ X : Φ uð Þ ≤ r1f g

⊆ u ∈ X : 〠
n

i=1
uik kpαi ≤

pr1
ϱ1

( )

= u ∈ X :
1
M

〠
n

i=1
uik kp∞ ≤

pr1
ϱ1

( )

= u ∈ X : 〠
n

i=1
uik kpαi ≤

pMr1
ϱ1

( )

= u ∈ X : 〠
n

i=1
uik kp∞ ≤ θp1

( )
:

ð54Þ

Hence, since F is nonnegative, one has

sup
u∈Φ−1 −∞;r1ð Þ

ðT
0
F t, u tð Þð Þ

≤
ðT
0

max
x1,x2,⋯,xnð Þ∈Q θ1ð Þ

F t, x1, x2,⋯, xnð Þdt

≤
ðT
0
F t,Θ1ð Þdt:

ð55Þ

In a similar way, we have

sup
u∈Φ−1 −∞;r2ð Þ

ðT
0
F t, u tð Þð Þ ≤

ðT
0
F t,Θ2ð Þdt,

sup
u∈Φ−1 −∞;r2+r3ð Þ

ðT
0
F t, u tð Þð Þ ≤

ðT
0
F t,Θ3ð Þdt:

ð56Þ

Therefore, since 0 ∈Φ−1ð−∞ ; r1Þ and Φð0Þ =Ψð0Þ = 0,
one has

φ r1ð Þ≔ inf
u∈Φ−1 −∞,r1ð Þ

supu∈Φ−1 −∞,r1ð ÞΨ uð Þ
� �

−Ψ uð Þ
r1 −Φ uð Þ ≤

supu∈Φ−1 −∞,r1ð ÞΨ uð Þ
r1

=
supu∈Φ−1 −∞,r1ð Þ

Ð T
0 F t, u tð Þð Þ + μ/λð ÞG t, u tð Þð Þ½ �dt

r1
≤
pM
ϱ1

⋅
Ð T
0 F t,Θ1ð Þdt + μ/λð ÞGθ1

θp1
,

ð57Þ

φ r2ð Þ ≤
supu∈Φ−1 −∞,r2ð ÞΨ uð Þ

r2
=
supu∈Φ−1 −∞,r2ð Þ

Ð T
0 F t, u tð Þð Þ + μ/λð ÞG t, u tð Þð Þ½ �dt

r2
≤
pM
ϱ1

⋅
Ð T
0 F t,Θ2ð Þdt + μ/λð ÞGθ2

θp2

(
, ð58Þ

γ r2, r3ð Þ =
supu∈Φ−1 −∞,r2+r3ð ÞΨ uð Þ

r3
=
supu∈Φ−1 −∞,r2+r3ð Þ

Ð T
0 F t, u tð Þð Þ + λ/μð ÞG t, u tð Þð Þ½ �dt

r3
≤
pM
ϱ1

⋅
Ð T
0 F t,Θ3ð Þdt + μ/λð ÞGθ3

θp3 − θp2

(
:

ð59Þ
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On the other hand, for each u ∈Φ − 1ð−∞, r1Þ, one has

Since μ < δλ,G, one has

μ < 1
pM

ϱ1θ
p
1 − pMλ

Ð T
0 F t,Θ1ð Þdt

Gθ1
: ð61Þ

This means

Ð T
0 F t,Θ1ð Þdt + μ/λð ÞGθ1

ϱ1/pMð Þθ1
< 1
λ
: ð62Þ

Furthermore,

μ <
K1nϱ2η

p − λ
Ð 1−γð ÞT
γT F t, �ηð Þdt − Ð T

0 F t,Θ1ð Þdt
� �

TGη −Gθ1
: ð63Þ

This means

Ð 1−γð ÞT
γT F t, �ηð Þdt − Ð T

0 F t,Θ1ð Þdt + μ/λð Þ TGη − Gθ1
� �

K1nϱ2ηp
> 1
λ
: ð64Þ

Then,

Ð T
0 F t,Θ1ð Þdt + μ/λð ÞGθ1

ϱ1/pMð Þθp1

< 1
λ
<
Ð 1−γð ÞT
γT F t, �ηð Þdt − Ð T

0 F t,Θ1ð Þdt + μ/λð Þ TGη −Gθ1
� �

K1nϱ2ηp
:

ð65Þ

In a similar way, we have

Ð T
0 F t,Θ2ð Þdt + μ/λð ÞGθ2

ϱ1/pMð Þθp2

< 1
λ
<
Ð 1−γð ÞT
γT F t, �ηð Þdt − Ð T

0 F t,Θ1ð Þdt + μ/λð Þ TGη −Gθ1
� �

K1nϱ2ηp
,

ð66Þ
Ð T
0 F t,Θ3ð Þdt + μ/λð ÞGθ3

ϱ1/pMð Þ θp3 − θp2
� �

< 1
λ
<
Ð 1−γð ÞT
γT F t, �ηð Þdt − Ð T

0 F t,Θ1ð Þdt + μ/λð Þ TGη − Gθ1
� �

K1nϱ2ηp
:

ð67Þ

Hence, from (57)–(67), we get

α r1, r2, r3ð Þ < β r1, r2ð Þ: ð68Þ

Therefore, ða1Þ and ða2Þ of Theorem 1 are verified.
Now, we show that the functional Iλ satisfies the

assumption ða2Þ of Theorem 1. Let u∗ = ðu∗1 , u∗2 ,⋯, u∗nÞ
and u∗∗ = ðu∗∗1 ,u∗∗2 ,⋯,u∗∗n Þ be two local minima for Iλ.
Then, u∗ and u∗∗ are critical points for Iλ; they are weak
solutions for the system (1). Since we assumed F is nonnega-
tive and since G is nonnegative, for fixed λ > 0 and μ ≥ 0, we
have Fðt, su∗ + ð1−sÞu∗∗Þ + ðμ/λÞGðt, su∗ + ð1−sÞu∗∗Þ ≥ 0,
and consequently, Ψðt, su∗ + ð1−sÞu∗∗Þ ≥ 0 for all s ∈ ½0, 1�.
Hence, Theorem 1 implies that for every

λ ∈
K1nϱ2η

pÐ 1−γð ÞT
γT F t, �ηð Þdt − Ð T

0 F t,Θ1ð Þdt
, ϱ1
pM

min

3
5

� θp1Ð T
0 F t,Θ1ð Þdt

, θp2Ð T
0 F t,Θ2ð Þdt

, θp3 − θp2Ð T
0 F t,Θ3ð Þdt

( )2
4,

ð69Þ

and μ ∈ ½0, δλ,G½, the functional Iλ has three critical points ui,
i = 1, 2, 3, in X such that Φðu1Þ < r1, Φðu2Þ < r2, and Φðu3Þ
< r2 + r3, that is, maxt∈½0,T�ju1ðtÞj < θ1, maxt∈½0,T�ju2ðtÞj < θ2,
and maxt∈½0,T�ju3ðtÞj < θ3. Then, taking into account the fact
that the weak solutions of the system (1) are exactly critical
points of the functional Iλ, we have the desired conclusion. ☐

For positive constants θ1, θ4, and η, set

δλ,G′ ≔min 1
pM

min ϱ1θ
p
1 − pMλ

Ð T
0 F t,Θ1ð Þdt

Gθ1
,

8<
:

8<
:

�
ϱ1θ

p
4 − 2pMλ

Ð T
0 F t, θ4/

ffiffiffi
2p

p
, θ4/

ffiffiffi
2p

p
,⋯, θ4/

ffiffiffi
2p

p� �� �
dt

G θ4/
ffiffiffi
2p

p� � ,

� ϱ1θ4 − 2pMλ
Ð T
0 F t,Θ4ð Þdt

Gθ4

9=
;,

�
K1nϱ2η

p − λ
Ð 1−γð ÞT
γT F t, �ηð Þdt − Ð T

0 F t,Θ1ð Þdt
� �

TGη −Gθ1

9=
;,

ð70Þ

where 0 < γ < 1/p:

β r1, r2ð Þ ≥
Ð 1−γð ÞT
γT F t, �ηð Þdt − Ð T

0 F t,Θ1ð Þdt + μ/λð Þ TGη − Gθ1
� �

Φ ωð Þ −Φ uð Þ ≥

Ð 1−γð ÞT
γT F t, �ηð Þdt − Ð T

0 F t,Θ1ð Þdt + μ/λð Þ TGη −Gθ1
� �

K1nϱ2ηp

(
: ð60Þ

8 Journal of Function Spaces



Theorem 11. Let F : ½0, T� ×ℝn ⟶ℝ satisfy the condition
Fðt, x1, x2,⋯, xnÞ ≥ 0 for all ðt, x1, x2,⋯, xnÞ ∈ ½0, T� ×ℝn.
Assume that there exist positive constants γ < 1/p, θ1, θ4,
and η with θ1 <min fη, ðpMK2nÞ1/p ηg and
ð2pMK1nϱ2/ðσ −MCmk~ak∞ÞÞ1/pη < θ4 such that

ðA2Þ:

max
Ð T
0 F t,Θ1ð Þdt

θp1
, 2

Ð T
0 F t,Θ4ð Þdt

θp4

( )

< ϱ1
ϱ1 + pMK1nϱ2

Ð 1−γð ÞT
γT F t, �ηð Þdt

ηp
:

ð71Þ

Then, for every

λ ∈Λ′ ≔ ϱ1 + pMK1nϱ2ð Þηp
pM

Ð 1−γð ÞT
γT F t, �ηð Þdt

, ϱ1
pM

min

3
5

� θp1Ð T
0 F t,Θ1ð Þdt

, θp4

2
Ð T
0 F t,Θ4ð Þdt

( )2
4,

ð72Þ

and every nonnegative function G : ½0, T� ×ℝn ⟶ℝ satisfy-
ing Gθ ≥ 0, there exists δλ,G′ given by (70) such that, for each
μ ∈ ½0, δλ,G½, the system (1) has at least three solutions u1, u2,
and u3 such that maxt∈½0,T� ∣ u1ðtÞ ∣ <θ1, maxt∈½0,T� ∣ u2ðtÞ ∣ <
θ4/

ffiffiffi
2p

p
, and maxt∈½0,T� ∣ u3ðtÞ ∣ <θ4.☐

Proof. Choose θ2 = θ4/
ffiffiffi
2p

p
and θ3 = θ4. So, by using ðA2Þ, one

has

Moreover, taking into account that θ1 < η, by using ðA2Þ,
we have

ϱ1
pMK1nϱ2

Ð 1−γð ÞT
γT F t, �ηð Þdt − Ð T

0 F t,Θ1ð Þdt
ηp

> ϱ1
pMK1nϱ2

Ð 1−γð ÞT
γT F t, �ηð Þdt

ηp
−

ϱ1
pMK1nϱ2

Ð T
0 F t,Θ1ð Þdt

θp1

> ϱ1
pMK1nϱ2

Ð 1−γð ÞT
γT F t, �ηð Þdt

ηp

−
ϱ21

pMK1nϱ2 ϱ1 + pMK1nϱ2ð Þ

Ð 1−γð ÞT
γT F t, �ηð Þdt

ηp

= ϱ1
ϱ1 + pMK1nϱ2

Ð 1−γð ÞT
γT F t, �ηð Þdt

ηp
:

ð75Þ

Hence, from ðA2Þ, (73), and (74), it is easy to see that the
assumption ðA1Þ of Theorem 10 is satisfied, and since the
critical points of the functional Φ − λΨ are the weak solu-
tions of the system (1), we have the conclusion. ☐

Now, we present the following example in which the
hypotheses of Theorem 11 are satisfied.

Example 1. Consider the following system:

tD
0,65
1 ϕ3 0D

0,65
t u1 tð Þ� �� �

= λFu1
u1, u2ð Þ + μGu1

u1, u2ð Þ + h1 u1ð Þ, t ∈ 0, 1½ �, t ≠ t1,

tD
0,7
1 ϕ3 0D

0,7
t u2 tð Þ� �� �

= λFu2
u1, u2ð Þ + μGu2

u1, u2ð Þ + h2 u2ð Þ, t ∈ 0, 1½ �, t ≠ t2,

Δ tD
−0,35
T ϕ3

c
0D

0,65
t u1 tð Þ� �

t j
� �� �

= I1j u1 t j
� �� �

, j = 1, 2,

Δ tD
−0,3
T ϕ3

c
0D

0,7
t u2 tð Þ� �

t j
� �� �

= I2j u2 t j
� �� �

, j = 1, 2,

u1 0ð Þ = u1 1ð Þ = 0,
u2 0ð Þ = u2 1ð Þ = 0,

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð76Þ

where

F x1, x2ð Þ =

e−1/ x1j j + e−1/ x2j j if x1x2 ≠ 0,
e−1/ x2j j ifx1 = 0, x2 ≠ 0,
e−1/ x1j j ifx1 ≠ 0, x2 = 0,
0 ifx1 = 0, x2 = 0:

8>>>>><
>>>>>:

ð77Þ

h1ðx1Þ = ð1/102Þ sin2x1 and h2ðx2Þ = ð1/103Þð1 − cos2x2Þ
for every ðx1, x2Þ ∈ℝ, t1 = 1/3, t2 = 1/2, and IijðξÞ = ð1/102Þ
ξ2 for every ξ ∈ℝ and for i, j = 1, 2. By expressions of h1
and h2, we have H1ðx1Þ = ð1/2:102Þðx1 − ð1/2Þ sin 2x1Þ and
H2ðx2Þ = ð1/2:103Þð2x1 + ð1/2Þ sin 2x1Þ for every ðx1, x2Þ ∈
ℝ. Choosing γ = 1/4, θ1 = 10−4, θ4 = 108, and η = 1, we clearly

Ð T
0 F t,Θ2ð Þdt

θp2
=
2
Ð T
0 F t, θ4/

ffiffiffi
2p

p
, θ4/

ffiffiffi
2p

p
,⋯, θ4/

ffiffiffi
2p

p� �
dt

θp2
≤
2
Ð T
0 t,Θ4ð Þdt

θp4
< ϱ1
ϱ1 + pMK1nϱ2

Ð 1−γð Þ
γT F t, �ηð Þdt

ηp

8<
: , ð73Þ

Ð T
0 F t,Θ3ð Þdt
θp3 − θp2

= 2
Ð T
0 F t,Θ4ð Þdt

θp4
< ϱ1
ϱ1 + pMK1nϱ2

Ð 1−γð ÞT
γT F t, �ηð Þdt

ηp

(
: ð74Þ
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observe that all assumptions of Theorem 11 are satisfied.
Hence, for every

λ ∈

#
0:5 Γ 0:65ð Þð Þ2 1 − 1/ 106 Γ 1:65ð Þð Þ2� �� �

− 1/ 5 × 105 Γ 0:65ð Þð Þ2� �� �� �
e−1/Γ 1:35ð Þ + e−1/Γ 1:3ð Þ

+ 31:8304 1 + 1/ 106 Γ 1:65ð Þð Þ2� �� �
+ 1/ 5 × 105 Γ 0:65ð Þð Þ2� �� �� �

e−1/Γ 1:35ð Þ + e−1/Γ 1:3ð Þ ,

� 1 − 1/ 106 Γ 1:65ð Þð Þ2� �� �
− 1/ 5 × 105 Γ 0:65ð Þð Þ2� �� �

Γ 0:65ð Þð Þ2
1024

4e−1/104

"
,

ð78Þ

and every nonnegative function G : ℝn ⟶ℝ satisfying Gθ

≥ 0, there exists δλ,G′′ > 0 such that, for each μ ∈ ½0, δλ,G½, the
system (74) has at least three solutions u1, u2, and u3 such
that maxt∈½0,T� ∣ u1ðtÞ ∣ <10−4, maxt∈½0,T�ju2ðtÞj < 108/

ffiffiffi
23

p
, and

maxt∈½0,T� ∣ u3ðtÞ ∣ <108.☐

Remark 12. When F does not depend on t, in Theorem 10,
the assumption ðA1Þ can be written as

max F Θ1ð Þ
θp1

, F Θ2ð Þ
θp2

, F Θ3ð Þ
θp3 − θp2


 �

< ϱ1
pM

1 − 2γð ÞTF �ηð Þ − TF Θ1ð Þ
K1nϱ2ηp

,
ð79Þ

as well as

Λ≔

#
K1nϱ2η

p

1 − 2γð ÞTF �ηð Þ − TF Θ1ð Þ ,
ϱ1

pTM
min

� θp1
F Θ1ð Þ ,

θp2
F Θ2ð Þ ,

θp3 − θp2
F Θ3ð Þ

( )"
,

δλ,G ≔min
(

1
pM

min
(
ϱ1θ

p
1 − pMλF Θ1ð Þ

Gθ1
,

� ϱ1θ
p
2 − pMλF Θ2ð Þ

Gθ2
, ϱ1 θp3 − θp2

� �
− pMλF Θ3ð Þ
Gθ3

)
,

� K1nϱ2η
p − λ 1 − 2γð ÞTF �ηð Þ − TF Θ1ð Þð Þ

TGη −Gθ1

)
:

ð80Þ

In this case, in Theorem 11, the assumption ðA2Þ follows
the form

max F Θ1ð Þ
θp1

, 2F Θ4ð Þ
θp2


 �
< ϱ1
ϱ1 + pMK1nϱ2

1 − 2γð ÞTF �ηð Þ
ηp

,

ð81Þ

as well as

Λ′ ≔ ϱ1 + pMK1nϱ2ð Þηp
pM 1 − 2γð ÞTF �ηð Þ ,

ϱ1
pTM

min θp1
F Θ1ð Þ ,

θp4
2F Θ4ð Þ

( )# "
,

δλ,G′ ≔min 1
pM

min ϱ1θ
p
1 − pMTλF Θ1ð Þ

Gθ1
,

8<
:

8<
:

�
ϱ1θ

p
4 − 2pMTλF t, θ4/

ffiffiffi
2p

p
, θ4/

ffiffiffi
2p

p
,⋯, θ4/

ffiffiffi
2p

p� �
Gθ2

,

� ϱ1θ
p
4 − 2pTMλF Θ4ð Þ

Gθ3

9=
;,

� K1nϱ2η
p − λ 1 − 2γð ÞTF �ηð Þ − TF t,Θ1ð Þð Þ

TGη − Gθ1

9=
;:

ð82Þ

Remark 13. We observe that, in our results, no asymptotic
conditions on F and G are needed and only algebraic condi-
tions on F are imposed to guarantee the existence of solu-
tions. Moreover, in the conclusions of the above results,
one of the three solutions may be trivial since the values of
Fxi

ðt, 0, 0,⋯, 0Þ and Gxi
ðt, 0, 0,⋯, 0Þ for every t ∈ ½0, T�, 1

≤ I ≤ n, are not determined.
As an application of Theorem 10, we consider the follow-

ing problem:

tD
α
T ϕp 0D

α
t u tð Þð Þ

� �
= λf t, uð Þ + μg t, uð Þ + h uð Þ, t ∈ 0, T½ �, t ≠ t j,

Δ tD
α−1
T ϕp

c
0D

α
t u1 tð Þð Þ t j

� �� �
= I j u t j

� �� �
, j = 1, 2,

u 0ð Þ = u Tð Þ = 0,

8>>>><
>>>>:

ð83Þ

where 1/p < α < 1, λ > 0, μ ≥ 0, T > 0, 0Dα
t and tD

αi
T denote the

left and right Riemann–Liouville fractional derivatives of
order α, respectively, a0 = ess inf t∈½0,T� aðtÞ, f , g : ½0, T� ×ℝ
⟶ℝ are L1-Caratheodory functions, and h : ℝ⟶ ½0,+
∞Þ is a ðp − 1Þ-Lipschitz continuous function with the
Lipschitz constant L > 0, i.e.,

h x1ð Þ − h x2ð Þj j ≤ L x1 − x2j jp−1, ð84Þ

for every x1, x2 ∈ℝ, satisfying hð0Þ = 0, I j ∈ Cðℝ,ℝÞ for j =
1, 2,⋯,m, such that I jð0Þ = 0, 0 < t1 < t2 <⋯<tm < tm+1 = T,
and I j is a ðp − 1Þ-Lipschitz continuous function with the
Lipschitz constant Lj > 0 such that

I j s1ð Þ − I j s2ð Þ�� �� ≤ Lj s1 − s2j jp−1, ð85Þ
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for any s1, s1 ∈ℝ, satisfying I jð0Þ = 0, for j = 1, 2,⋯,m. Put

F t, xð Þ =
ðx
0
f t, ξð Þdt, for every t, xð Þ ∈ 0, T½ � ×ℝ,

G t, xð Þ =
ðx
0
g t, ξð Þdt, for every t, xð Þ ∈ 0, T½ � ×ℝ,

ð86Þ

and HðxÞ = Ð x
0hðξÞdt for every x ∈ℝ.

Set

�σ = 1 − LTpα

Γ α + 1ð Þð Þp ,

�ρ = 1 + LTpα

Γ α + 1ð Þð Þp�a ,

�M = Tpα−1

α0 Γ αð Þð Þp α − 1ð Þq + 1ð Þp/q ,

�ϱ1 = σ −MCm �ak k∞,
�ϱ2 = σ +MCm �ak k∞,

C α, γð Þ = 1
p γTð Þp

(ðγT
0
tp 1−αð Þdt

+
ð 1−γð ÞT

γT
t1−α − t − γTð Þ1−α� �p

dt

+
ðT

1−γð ÞT
t1−α − t − γTð Þ1−α� ��

− 1 − 1 − γð ÞTð Þ1−α�p
)
,

ð87Þ

for 0 < γ < 1/p. We suppose that

�K = LiT
pα

Γ α + 1ð Þð Þp�αi
+MCm �ak k∞ < 1, ð88Þ

where �C =maxj∈f1,2,⋯,mgfLjg.
For positive constants θ and η, set

Gθ ≔
ðT
0
max
xj j≤

ffiffi
θp

p G t, xð Þdt,

Gη ≔ inf
0,T½ �× 0,Γ 2−αð Þ½ �

G:
ð89Þ

Obviously, if g changes sign on ½0, T�, then clearly
Gθ ≥ 0.☐

Now, we give the following straightforward consequences
of Theorems 10 and 11, respectively.

Theorem 14. Let f : ½0, T� ×ℝ⟶ℝ be a nonnegative L1

-Caratheodory function. Assume that there exist positive con-
stants γ < 1/p, θ1, θ2, θ3, and η with θ3 > θ2, θ1 <

ðp �MCðα, γÞÞ1/pη, and ðp �MCðα, γÞ�ϱ2/�ϱ1Þ1/pη < θ2 such that

max
Ð T
0 F t,

ffiffiffiffiffi
θ1

p
p� �

dt

θp1
,
Ð T
0 F t,

ffiffiffiffiffi
θ2

p
p� �

dt

θp2
,
Ð T
0 F t,

ffiffiffiffiffi
θ3

p
p� �

dt

θp3 − θp2

8<
:

9=
;

< �ϱ1
p �MC α, γð Þ�ϱ2

Ð 1−γð ÞT
γT F t, Γ 2 − αð Þηð Þdt − Ð T

0 F t,
ffiffiffiffiffi
θ1

p
p� �

dt

ηp
:

ð90Þ

Then, for every

λ ∈Λ″ ≔ C α, γð Þ�ϱ2
ηpÐ 1−γð ÞT

γT F t, Γ 2 − αð Þηð Þdt − Ð T
0 F t,

ffiffiffiffiffi
θ1

p
p� �

dt
,

2
4

� �ϱ1
p �M

min θp1Ð T
0 F t,

ffiffiffiffiffi
θ1

p
p� �

dt
,

8<
:

� θp2Ð T
0 F t,

ffiffiffiffiffi
θ2

p
p� �

dt
, θp3 − θp2Ð T

0 F t,
ffiffiffiffiffi
θ3

p
p� �

dt

9=
;
3
5,

ð91Þ

and every nonnegative L1-Caratheodory function g : ½0, T�
×ℝ⟶ℝ, there exists δ∗λ,g > 0 given by

δ∗λ,g ≔min 1

p �M
min

�ϱ1θ
p
1 − p �Mλ

Ð T
0 F t,

ffiffiffiffiffi
θ1

p
p� �

dt

Gθ1
,

8<
:

8<
:

�
ϱ1θ

p
2 − pMλ

Ð T
0 F t,

ffiffiffiffiffi
θ2

p
p� �

dt

Gθ2
,
�ϱ1 θp3 − θp2
� �

− p �Mλ
Ð T
0 F t,

ffiffiffiffiffi
θ3

p
p� �

dt

Gθ3

9=
;,

�
C α, γð Þ�ϱ2ηp − λ

Ð 1−γð ÞT
γT F t, Γ 2 − αð Þ�ηð Þdt − Ð T

0 F t,
ffiffiffiffiffi
θ1

p
p� �

dt
� �

TGη − Gθ1

9=
;,

ð92Þ

such that, for each μ ∈ ½0, δ∗λ,G½, the system (83) has at least
three solutions u1, u2, and u3 such that maxt∈½0,T� ∣ u1ðtÞ ∣ <
θ1, maxt∈½0,T� ∣ u2ðtÞ ∣ <θ2, and maxt∈½0,T� ∣ u3ðtÞ ∣ <θ3.☐

Proof. By a similar argument as given in the proof of The-
orem 10, we ensure the existence of the weak solutions u1,
u2, and u3 such that maxt∈½0,T� ∣ u1ðtÞ ∣ <θ1, maxt∈½0,T� ∣ u2ðtÞ
∣ <θ2, and maxt∈½0,T� ∣ u3ðtÞ ∣ <θ3. Now, we show that the
weak solutions u1, u2, and u3 are nonnegative. To this end,
let u0 be a nontrivial weak solution of the problem (83).
Arguing by a contradiction, assume that the set A = ft ∈ �0,
T�: u0ðtÞ < 0g is nonempty and of positive measure. Put
�vðtÞ =min f0, u0 ðtÞg for all t ∈ ½0, T�. Clearly, �v ∈Hα, and
one has
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ðT
0

a tð Þ 0D
α
t u0 tð Þj jp−20Dα

t u0 tð Þ ⋅ 0Dα
t �v tð Þdt

� �

−
ðT
0
h u0 tð Þð Þ�v tð Þ + 〠

m

j=1
a t j
� �

Iij u0 t j
� �� �

�v t j
� �

− λ
ðT
0
f t, u0ð Þ�v tð Þdt − μ

ðT
0
g t, u0ð Þ�v tð Þdt = 0:

ð93Þ

Thus, from our sign assumptions on the data, we have

0 ≤ 1 − �K
� �ð

A

a tð Þ 0D
α
t u0 tð Þj jpdt

≤
ð
A

a tð Þ 0D
α
t u0 tð Þj jpdt −

ð
A

h u0 tð Þð Þu0 tð Þdt

+ 〠
m

j=1
a t j
� �

Iij u0 t j
� �� �

u0 tð Þ ≤ 0:

ð94Þ

Hence, since �K < 1, u0 = 0 in A and we arrive at a contra-
diction. ☐

Theorem 15. Let f : ½0, T� ×ℝ⟶ℝ be a nonnegative L1

-Caratheodory function. Assume that there exist positive con-
stants γ < 1/p, θ1, θ4, and η with θ1 <min fη,
ðp �MCðα, γÞÞ1/pηg and ð2p �MCðα, γÞ�ϱ2/�ϱ1Þ1/pη < θ4 such that

max
Ð T
0 F t,

ffiffiffiffiffi
θ1

p
p� �

dt

θp1
,
2
Ð T
0 F t,

ffiffiffiffiffi
θ4

p
p� �

dt

θp4

8<
:

9=
;

< �ϱ1
�ϱ1 + p �MC α, γð Þ�ϱ2

Ð 1−γð ÞT
γT F t, Γ 2 − αð Þηð Þdt

ηp
:

ð95Þ

Then, for every

λ ∈
�ϱ1 + p �MC α, γð Þ�ϱ2
� �

ηp

p �M
Ð 1−γð ÞT
γT F t, Γ 2 − αð Þηð Þdt

, �ϱ1
p �M

min

3
5

� θp1Ð T
0 F t,

ffiffiffiffiffi
θ1

p
p� �

dt
, θp4

2
Ð T
0 F t,

ffiffiffiffiffi
θ4

p
p� �

dt

8<
:

9=
;
2
4,

ð96Þ

and every nonnegative function g : ½0, T� ×ℝ⟶ℝ satisfy-
ing Gθ ≥ 0, there exists δ∗∗λ,g > 0 given by

δ∗∗λ,g ≔min 1

p �M

�ϱ1θ
p
1 − p �Mλ

Ð T
0 F t,

ffiffiffiffiffi
θ1

p
p� �

dt

Gθ1
,

8<
:

8<
:

�
�ϱ1θ

p
4 − 2p �Mλ

Ð T
0 F t, θ4/

ffiffiffi
2p

p� �
dt

2Gθ4/
ffiffi
2p

p ,
�ϱ1θ

p
4 − 2P �Mλ

Ð T
0 F t, θ4ð Þdt

2Gθ4

9=
;,

�
C α, γð Þ�ϱ2ηp − λ

Ð 1−γð ÞT
γT F t, Γ 2 − αð Þηð Þ − Ð T

0 F t,
ffiffiffiffiffi
θ1

p
p� �

dt
� �

TGη −Gθ1

9=
;,

ð97Þ

such that, for each μ ∈ ½0, δ∗∗λ,g½, the system (83) has at least
three solutions u1, u2, and u3 such that maxt∈½0,T� ∣ u1ðtÞ ∣ <
θ1, maxt∈½0,T� ∣ u2ðtÞ ∣ <θ4/

ffiffiffi
2p

p
, and maxt∈½0,T� ∣ u3ðtÞ ∣ <θ4.☐

Here, in order to illustrate Theorem 15, we present the
following example.

Example 2.

tD
0,8
1 ϕ3 0D

0,8
t u tð Þ� �� �

= λf uð Þ + μg uð Þ + h uð Þ, t ∈ 0, 1½ �, t ≠ t j,

Δ tD
−0,2
1 ϕ3

c
0D

0,8
t u1 tð Þ� �

t j
� �� �

= I j u t j
� �� �

, j = 1, 2,
u 0ð Þ = u 1ð Þ = 0,

8>><
>>:

ð98Þ

where

f xð Þ =
6x5, x ≤ 1,
6
x
, x > 1:

8<
: ð99Þ

hðxÞ = ð1/108Þ sin2x, for every x ∈ℝ, t1 = 1/4, t2 = 1/5,
and I jðξÞ = ð1/108Þξ2, for every ξ ∈ℝ and for j = 1, 2. By
expression, we have

F xð Þ =
x6, x ≤ 1,
6 ln xð Þ + 1, x > 1:

(
ð100Þ

Taking γ = 1/4, θ1 = 10−4, θ4 = 104, and η = 1, we clearly
observe that all assumptions of Theorem 15 are satisfied.

Then, for each

λ ∈

#
0:6 Γ 0:8ð Þð Þ2 1 − 1/ 108 Γ 1:8ð Þð Þ2� �� �

− 1/ 3 × 107 Γ 1:8ð Þð Þ2� �� �� �
Γ 1:2ð Þð Þ2

+ 8:9282 1 + 1/ 108 Γ 1:8ð Þð Þ2� �� �
+ 1/ 3 × 107 Γ 1:8ð Þð Þ2� �� �� �

Γ 1:2ð Þð Þ2 ,

� 1 − 1/ 102 Γ 1:8ð Þð Þ2� �� �
− 1/ 3 × 107 Γ 1:8ð Þð Þ2� �� �

1:2 Γ 0:8ð Þð Þ6
1012

6 ln 102
� �

+ 1

"
,

ð101Þ

and every nonnegative continuous function g : ℝ⟶ℝ,
there exists δλ,g > 0 such that, for each μ ∈ ½0, δλ,g½, the system
(83) has at least three nonnegative weak solutions u1, u2, and
u3 such that maxt∈½0,T� ∣ u1ðtÞ ∣ <10−4, maxt∈½0,T� ∣ u2ðtÞ ∣ <104
/

ffiffiffi
23

p
, and maxt∈½0,T� ∣ u3ðtÞ ∣ <104.☐

Now, we list some consequences of Theorem 15 as
follows.

Theorem 16. Let f be a nonnegative continuous and nonzero
function such that

lim
x⟶0+

f xð Þ
xj jp−1 = lim

x⟶+∞
f xð Þ
xj jp−1 = 0, ð102Þ
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for every λ > λ∗, where

λ∗ = inf ϱ1 + p �MC α, γð Þϱ2
� �

ηp

p �MTF Γ 2 − αð Þηð Þ : η > 0, F Γ 2 − αð Þηð Þ > 0

 �

:

ð103Þ

Then, there exists

�μλ,g =min 1

p �M
min

�ϱ1θ
p
1 − p �MλTF

ffiffiffiffiffi
θ1

p
p� �

Gθ1
,

8<
:

8<
:

�
�ϱ1θ

p
4 − 2p �MλTF θ4/

ffiffiffi
2p

p� �
2Gθ4/

ffiffi
2p

p ,
�ϱ1θ

p
4 − 2p �MλTF

ffiffiffiffiffi
θ4

p
p� �

2Gθ4

9=
;,

�
C α, γð Þ�ϱ2ηp − λ 1 − 2γð ÞTF Γ 2 − αð Þð Þ − TF

ffiffiffiffiffi
θ1

p
p� �� �

TGη −Gθ1

9=
;,

ð104Þ

where θ1, θ4, and γ are positive constants with γ < 1/p, such
that for each μ ∈ ½0, �μλ,g½, the problem

tD
α
T ϕp 0D

α
t u tð Þð Þ

� �
= λF uð Þ + μg uð Þ + h uð Þ, t ∈ 0, T½ �, t ≠ t j,

Δ tD
α−1
T ϕp

c
0D

α
t u1 tð Þð Þ t j

� �� �
= I j u t j

� �� �
, j = 1, 2,

u 0ð Þ = u Tð Þ = 0,

8>>>><
>>>>:

ð105Þ

where g : ℝ⟶ℝ is a nonnegative continuous and nonzero
function, has at least two distinct positive weak solutions.☐

Proof. Fix λ > λ∗, put FðxÞ = Ð x
0 f ðξÞdξ for all x ∈ℝ, and let

η > 0 such that FðΓð2 − αÞηÞ > 0 and

λ >
�ϱ1 + p �MC α, γð Þ�ϱ2
� �

ηp

p �MF Γ 2 − αð Þηð Þ : ð106Þ

From (102), there is θ1 > 0 such that θ1 < min fη,
ðp �MCðα, γÞÞ1/Pηg and Fð ffiffiffiffiffi

θ1
p
p Þ/θ1 < �ϱ1/p �MTλ and θ4 > 0

such that ð2p �MCðα, λÞ�ϱ2/�ϱ1Þ1/pη < θ4 and Fð ffiffiffiffiffi
θ4

p
p Þ/θ4 < �ϱ1/2

p �MTλ. Therefore, Theorem 11 ensures the conclusion. ☐

Finally, by way of example, we point out the following
simple consequence of Theorem 16 when μ = 0.

Theorem 17. Let f : ℝ⟶ℝ be a continuous function such
that xf ðxÞ > 0 for all x ≠ 0 and

lim
x⟶0+

f xð Þ
xj jp−1 = lim

xj j⟶+∞

f xð Þ
xj jp−1 = 0: ð107Þ

Then, for every λ > �λ, where

�λ = �ϱ1 + 2p �MC α, γð Þ�ϱ2
p �MT

×max inf
η>0

ηp

F Γ 2 − αð Þηð Þ , infη<0
−ηð Þp

F Γ 2 − αð Þηð Þ

 �

,
ð108Þ

the problem (105), in the case μ = 0, has at least four distinct
nontrivial weak solutions.

Proof. Setting

f1 xð Þ =
0, if x < 0,
f xð Þ, if x ≥ 0,

(

f2 xð Þ =
0, if x < 0,
−f −xð Þ, if x ≥ 0,

( ð109Þ

and applying Theorem 16 to f1 and f2, we have the result. ☐
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