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Metric Lie groups admitting dilations

Enrico Le Donne and Sebastiano Nicolussi Golo

Abstract. We consider left-invariant distances d on a Lie group G with the property that
there exists a multiplicative one-parameter group of Lie automorphisms (0, 00)—Aut(G), A4y,
so that d(dxx, dyy)=Ad(z,y), for all z,y€G and all A>0.

First, we show that all such distances are admissible, that is, they induce the manifold
topology. Second, we characterize multiplicative one-parameter groups of Lie automorphisms that
are dilations for some left-invariant distance in terms of algebraic properties of their infinitesimal
generator.

Third, we show that an admissible left-invariant distance on a Lie group with at least one
nontrivial dilating automorphism is bi-Lipschitz equivalent to one that admits a one-parameter
group of dilating automorphisms. Moreover, the infinitesimal generator can be chosen to have
spectrum in [1,00). Fourth, we characterize the automorphisms of a Lie group that are a dilating
automorphisms for some admissible distance.

Finally, we characterize metric Lie groups admitting a one-parameter group of dilating au-
tomorphisms as the only locally compact, isometrically homogeneous metric spaces with metric
dilations of all factors. Such metric spaces appear as tangents of doubling metric spaces with
unique tangents.
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1. Introduction

Lie groups endowed with a left-invariant distance that admits a metric dila-
tion or a one-parameter family of metric dilations appear in several mathematical
contexts. Carnot groups offer a non-commutative version of normed vector spaces
and they appear as asymptotic cones of finitely generated groups with polynomial
growth and as tangents of sub-Riemannian manifolds [3], [9], [10], [19], [22] and
[23]. Homogeneous groups are a further generalization. They are simply connected
metric Lie groups whose Lie algebra is graded, and they are endowed with a one-
parameter family of diagonal dilations, that is, dilating automorphisms of the form
O (1, X2y ey Tn) =(A¥121, A"229, ..., A¥" 2, ), see Example 5.1. Homogeneous groups
appear in the study of PDE and singular integrals [6], [7] and [8].

However, these cases don’t exhaust all metric Lie groups admitting dilations.
There are indeed distances, already on the Abelian R?, that are not quasisymmet-
rically equivalent to any of the homogeneous distances listed above, but they do
admit a one-parameter family of dilations, see [1, Section 6] and [26]. The addi-
tional complication is given by having dilations that can’t be diagonalized, as in
Example 5.3 below. Following [14], these metric Lie groups appear as visual bound-
aries of homogeneous negatively curved manifolds, equipped with parabolic visual
distances as introduced by Hamenstadt, see [11] and [15].

Suppose that G is a Lie group and d is a left-invariant distance on G that admits
a multiplicative one-parameter group of Lie automorphisms (0, 00) —Aut(G), A0y
so that

(1.1) d(0xz,dry) =Md(z,y) VYx,yeG, VA>0.

A multiplicative one-parameter group (0, c0) —Aut(G) is determined by a derivation
AeDer(g) of the Lie algebra g of G such that

(1.2) (63) = A1 = elloe M)A,

Such A is the infinitesimal generator of A—J, and we say that d is A-homogeneous.
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If a left-invariant distance d induces the manifold topology on G, then we say
that d is admissible and that (G, d) is a metric Lie group. We don’t require a priori
that an A-homogeneous distance is admissible nor that G is connected. Instead, we
prove in our first theorem that this is necessarily true. Theorem 1.1 is proven in
Section 3.

Theorem 1.1. Let G be a Lie group. Let A€(0,00)—dy€Aut(G) be a one-
parameter group of Lie group automorphisms. If there exists a left-invariant distance
d on G with d(0xx, 0\y)=Nd(z,y), for all z,y€G and A\>0, then d is admissible and
G is connected.

In Lie algebraic terms, Theorem 1.1 can be formulated with the language of
A-homogeneous distances as follows. Since every one-parameter group has an in-
finitesimal generator, let A be the derivation on the Lie algebra of G such that
(6x)«=A". Theorem 1.1 states that if an A-homogeneous distance on G exists,
then it is admissible. The fact that G is connected is a immediate consequence.

A derivation A€Der(g) of a Lie algebra g induces a real grading of g, i.e.,
a splitting g=@, g Vi with [V;, Vi]CViy s, by means of the generalized eigenspaces
of A. In other words, after choosing a basis of g so that A is in Jordan normal form,
the blocks corresponding to eigenvalues with real part equal to ¢ determine the space
V4, see Proposition 2.8. Nonetheless, the derivation A carries more structure than
just the grading, since A may not be diagonalizable on R, nor on C.

In our second result we characterize when A-homogeneous distances exist. The-
orem 1.2 is proven in Section 6.

Theorem 1.2. Let A be a derivation on the Lie algebra of a Lie group G with
induced grading @, g Vi. The following are equivalent:

(i) There exists an A-homogeneous distance on G;

(ii) The Lie group G is connected and simply connected, we have V;={0} for
all t<1, and the restriction Aly, is diagonalizable over C.
In particular, if there exists an A-homogeneous distance on G, then G is nilpotent.

The implication from (i) to (ii) is based on known facts about contracting
automorphisms (e.g., from [24]) and an example in R? that was already present
in [1, Section 6], see also Examples 5.3 and 5.4 in this paper. In the proof of (ii)
implying (i), instead, one needs to construct an A-homogeneous distance. In the
case A is diagonalizable over R, this has been done already by Hebisch and Sikora,
see [12]. Our construction is inspired by theirs.

Following [24], we show that the presence of a single dilating automorphism
already gives strong restrictions on the setting, as we next explain. A dilation of



128 Enrico Le Donne and Sebastiano Nicolussi Golo

factor X of a metric space (X, d) is a bijection §: X —X such that
d(ox,dy)=Ad(x,y) Vz,yeX.

We say that § is nontrivial if A#1. We recall from [5] that, if (X, d) is a metric Lie
group and §:(X,d)—(X,d) is a nontrivial dilation, then there is a unique simply
connected nilpotent metric Lie group (G, d) that is isometric to (X,d). Moreover,
in this metric Lie group, and only in this Lie group structure, the dilation ¢ is a Lie
group automorphism. In this case, we call (G, d, d, \) a self-similar metric Lie group.

Our third result explains the connection between homogeneous distances and
self-similar distances. Theorem 1.3 is proven in Section 7.

Theorem 1.3. If (G,d,d, ) is a self-similar metric Lie group, then there is
A€Der(g) with eigenvalues belonging to [1,00) and an A-homogeneous distance d’
on G such that § is also a dilation of factor X for d’. Moreover, for any such A and
d', the identity map (G,d)—(G,d’) is bi-Lipschitz.

Theorem 1.3 applies also to distances that are already A-homogeneous and
states that, up to a bi-Lipschitz change of the distance, we can assume the spectrum
of A to be real. This bi-Lipschitz change is in fact necessary, see Proposition 7.5.
We remark that one cannot reduce to the case when the derivation A is diagonal-
izable. For instance, the distances presented in Section 5.3 are not bi-Lipschitz or
even quasi-conformally equivalent to any homogeneous distance with diagonalizable
dilating automorphisms (see also [1, Section 6] and [26]).

Since the construction of the derivation A in Theorem 1.3 is done by means of
the Jordan block decomposition of §, one can reinterpret Theorem 1.2 in terms of
the dilation § as follows. Theorem 1.4 is proven in Section 7.3.

Theorem 1.4. Let G be a Lie group, §€Aut(G) a Lie group automorphism
and A€ (0,+00)\{1}. The following statements are equivalent

(i) There is an admissible distance on G for which § is a dilation of factor X;

(ii) The Lie group G is connected and simply connected, the eigenvalues of 9.
have modulus smaller than or equal to X if A<1, greater than or equal to X if A>1,
and the complexification of 0, is diagonalizable on the generalized eigenspaces of the
etgenvalues of modulus equal to A.

Theorem 1.4 implies that any contracting automorphism of a connected Lie
group is a dilation of a suitable factor 0<A<1 for some admissible distance.

If a distance admits a dilation of factor A for every A>0, then we shall call it
a homothetic distance. We recall from [16] that isometries of nilpotent metric Lie
groups are Lie group isomorphisms up to left translations. It follows that also met-
ric dilations of nilpotent metric Lie groups are Lie group automorphisms up to left
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translations. Consequently, one can show that any homothetic admissible distance
on a nilpotent Lie group G is A-homogeneous for some derivation A, see Proposi-
tion 4.5. Together with Theorem 1.1, this implies that a left-invariant distance on
a nilpotent Lie group is A-homogeneous for some derivation A if and only if it is
admissible and homothetic.

This discussion allows us to prove a characterization in the spirit of the ones
presented in [5] and in [18]. A statement similar in spirit to Theorem 1.5 can be
found in the work of Buliga [4]. Theorem 1.5 is proven in Section 7.4.

Theorem 1.5. If X is a locally compact, isometrically homogeneous and ho-
mothetic metric space, then there are a unique Lie group G, a derivation A on its
Lie algebra and an A-homogeneous distance d on G such that (G,d) is isometric
to X.

We remark that in Theorems 1.3 and 1.5 one cannot require in general that
the spectrum of the derivation A is real without a bi-Lipschitz modification of the
distance. Indeed, we provide an A-homogeneous distance on R? so that the only
eigenvalue of A is 2+ but d is not A’-homogeneous for any A’ with real spectrum,
see Example 5.2 and Proposition 7.5. Some reduction to the real spectrum are
possible in limited cases, see Proposition 7.4.

We conclude with a theorem that readily follows using known results from [17]
and that is a generalization of [17, Theorem 1.2] to non-geodesic metric spaces.

Theorem 1.6. Let X be a metric space with a doubling measure p. Assume
that X has unique tangent ot p-a.e. p€X. Then, for p-a.e. p€ X, the tangent G, of
X at pis a Lie group endowed with a A-homogeneous distance, for some derivation
A of the Lie algebra of G.

Structure of the paper

Section 2 contains several elementary facts that we need later. Section 3 is
devoted to the proof of Theorem 1.1. Section 4 presents basic properties of self-
similar metric Lie groups and homothetic distances. Section 5 contains examples
of A-homogeneous distances and some pathological cases. Section 6 is devoted to
the proof of Theorem 1.2. Finally, Theorems 1.3, 1.4, 1.5 and 1.6 are proven in
Section 7.

Acknowledgments. This work has been prepared during two organized meet-
ings titled “Summer Holiday at Mum’s Place” in 2015 and 2018. The authors wish
to thank their mothers.
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2. Algebraic preliminaries

2.1. Complexifications and generalized eigenspaces

The complezification of a finite-dimensional real vector space V is the com-
plex vector space V¢ constructed as follows. Define Ve=V®V and J:Ve— V¢
as J(X,Y):=(-Y,X). Then V¢ becomes a complex vector space by defining i-
(X,Y):=J(X,Y), where i is the imaginary unit. We identify elements X €V with
(X,0)eVe and consequently (X,Y)=X+JY. We also define the complex conju-
gate as (X +JY)*:=X —JY, whenever X,Y V. Notice that v€ V¢ belongs to V if
and only if v*=w.

If $:V—V is a R-linear map, then its complexification is the C-linear map
O:Ve—=Ve, (X +JY)=¢X+J¢Y. The spectrum of ¢ is defined by

o(¢):={aeC:det(¢p—ald) =0}
and the generalized eigenspace of ¢ corresponding to a€C by
E¢:={veVe:IneN (¢—ald)"v=0}.

We have that ¢E] CES, ¢EZ=ES if a#0 and Vo=@, ¢, 4 . Moreover, if 1)
is another linear map and [¢,1]=0, then ¥ (E?)CE? for all . In particular, one
can split the space Vo= #),8€0 (1) EZ’HEE, where each subspace ngﬂEg is
preserved by both maps.

aco(

Lemma 2.1. If A:Ve— V¢ is a C-linear map on a complex vector space Vg,
then E;‘:Ej:, for all a€C.

Proof. Fix a€C. Since AEACEA, then eAEACEZ. If we show that (e?—
e“Id)|ga is nilpotent, then we have ESCESJ?. Since Vo=@, EX=@,, ESS, we can
conclude E(‘;‘:E:s .

So, without loss of generality, we assume Ve=E-. For all n>>1, define the poly-
nomial p,(z,y)=2" "1 +2"2y+...+2y" 2+y" L, so that 2" —y"=(z—y)pn(x,y).
Let meN be such that (A—ald)™=0. Then one can easily show

oy qym - mPri (A ald)  pr, (A, old
(=1 = Y (A-ald) "(W )"'k(km! 0. O

If g is a real Lie algebra, we define Lie brackets on its complexification gc by
[X1+JY1, Xo+JYo]ge i= [ X1, Xo] = [Y1, Yo +J ([ X1, Y] +[Y1, X2]) -

With these Lie brackets, gc is a complex Lie algebra. We denote by Autc(ge) and
Derc(gc) the spaces of complex automorphisms and derivations of gc, respectively.
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The complexification of a Lie algebra automorphism of g is a Lie algebra automor-
phism of g¢. Similarly, the complexification of a derivation is a derivation. In other
words, up to canonical identifications, Aut(g) CAutc(ge) and Der(g) CDerc(gc).

Lemma 2.2. If ¢€hutc(ge) and o, B€C, then
[ES,ES]CES;, Va,BeC.

Proof. The proof is elementary after one proves by induction on n€N that

(p—apld)[v,u]= 3 (”) [a* (p—ald)v, ¢ (6 1) u]
jt+k=n
J,k=>0
holds for all v, wegc, all @, 5€C and all n€N. See also [2, p. 6, Proposition 12]. O
Lemma 2.3. If A€Derc(gc) and o, B€C, then
[Eév EE‘] C E£+ﬁ'
Proof. The proof is elementary after one proves by induction on n€N that

(A= (a+p)1d)"[v, w] = [(A—old)"v, w]
n—1
+2) "[(A—ald)’v, (A—BId)" Iw]+[v, (A— B1d)" w]

j=1
holds for all v, wegc, all a, B€C and all neN. O

If V¢ is a complex vector space, L:Ve— V¢ is a linear map and f:0(L)—C is
a function, we denote by L the linear function such that Ljv,=f(a)v, for every
va €EL. One easily checks that [L, Ly]=0 and that, if g:c(L)—C is another map,
then [Ly, Ly]=0. Moreover, if V¢ is the complexification of a real vector space V,
L(V)=V and f(@)=f(a), then L;(V)=V again.

We will need the following two statements, whose easy proofs are based on
Lemmas 2.2 and 2.3.

Lemma 2.4. If p€hutc(ge) and f:0(¢d)—C is a multiplicative function, i.e.,

flaB)=f(a)f(B) for all o, fea (), then ¢s€hutc(ge).
In particular, if p€hut(g) and f:0(¢p)—C is a multiplicative function with

f(@)=f(a), then ¢;€hut(g).

Lemma 2.5. If A€Derc(gc) and f:0(A)—C is an additive function, i.e.,

fla+B)=f(a)+f(B) for all o, e (), then AfeDerc(ge).
In particular, if A€Der(g) and f:0(A)—C is an additive function with f(&)=
f(a), then AseDer(g).
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The following result is a straightforward consequence.

Corollary 2.6. If AcDer(g), then the linear maps Ar, Ar, An:gc—gc defined
by
Ar(v)=Re(a)v forveE,, aeC
Ar(v)=ilm(a)v forveFE,, acC
Ay=A—-A;—Ag,

all belong to Der(g) and they commute with one another and with A.

If AcDer(g) and A>0, we denote by A4 the automorphism e'°8(M4 caut(g).
Notice that A—A4 is a group homomorphism Rso—Aut(g). All one-parameter
subgroups of Aut(g) are of this form.

If g is the Lie algebra of the Lie group G, and if A€Der(g) and A>0 are such
that A? induces a Lie group automorphism on G, then we will denote this Lie group
automorphism again by A\4. This abuse of notation is safe when G is connected
simply connected, because every Lie algebra automorphism induces a unique Lie
group automorphism of G.

2.2. Gradings

In this paper we use the following terminology. A real grading of a Lie algebra
g is a family (V;)¢er of linear subspaces of g, where all but finitely many of the V;’s
are {0}, such that g is their direct sum

s=PV
teR
and where
Vi, Vou] CVigw, for all t,u>0.

If there exists a real grading (V;)ier with V;={0} for all t<0, then we say that a Lie
algebra is positively graduable and call (V;);c(0,+00) @ positive grading of g. Every
positively graduable Lie algebra is nilpotent.

Both automorphisms and derivations of a Lie algebra define specific gradings,
as we show in the following two propositions.

Proposition 2.7. Let pchAut(g). For all A€(0,+00)\{1} and teR, define
Vi:=Vi(\, ¢):=gN ED E?.

jal=*

Then {Vi}icr is a real grading of g. Moreover,
det(9)] = AZrex im0,
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Proof. For a€C, define U?:=(ES®EZ)Ng. We claim that
(2.1) o= P U,

aco(9)

where the sum is direct up to the identification U(‘f:Ug . Indeed, let v=)"_v.€g
with v, € E¢ for all a. Notice that if we E?, then w* e E2, because (¢—ald) w=
((p—ald)™w*)* for all neN. Hence, since v=v*, then v, +vsz=0v}+v%, where v} €
E2 and vieE$. Therefore, v¥,=vg, for all a, and thus v=23 3" (va+v}), where
Va+04€Uq. So, we have g=3" (s US. Since U(‘fﬂUg’:{O} if a¢ {5, 3}, the sum
is direct. This proves claim (2.1).

Since ¢ is injective, then U§={0}. Therefore, by (2.1), we have g=@P, g Vi-

Using Lemma 2.2, we have

(2.2) U2, U§]cUL,@Us,s, Va,BeC.

If XeU¢ and Y €U} with [a|=X and |8|=)°, then [X,Y]€UZ,0UL, CViy,,
because of (2.2) and |af|=|af|=A*T'. Therefore, [Vs, V;]CViis and {V;}icr is a
real grading of g. Finally, if we set e,=1 if «€R and ¢,=1/2 if «€C\R,

|d€t<¢)|: H adimc(Ea) — H |a|sadimR(Ua):H)\t'dim(Vt). 0

a€o(¢) a€o(p) teR

In a similar way, using Lemma 2.3 instead of Lemma 2.2, one can show the
following proposition.

Proposition 2.8. Let Ac€Der(g) and define, for all teR,

Vi(A):=anEP EA ..
seR

Then {V;(A)}ier is a real grading of g.

We finish this section by recalling a result due to Siebert [24] that we will use
very often. We provide the short proof for completeness.

Proposition 2.9. (Siebert) Let G be a connected Lie group and J€hut(G)
be a contractive automorphism, i.e., lim, .o, 0"x=eq uniformly on compact sets.
Then V;={0} for all t<0 and A€ (0, 1), where Vi(\, d.) is as in Proposition 2.7, and
G is nilpotent and simply connected.

Proof. Since ¢ is contractive, we have o(d,)C{|a|<1}. Therefore, V;={0} for
all t<0 and A€(0,1). Since {V;}+~0 is a positive grading and G is connected, G is
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nilpotent. Furthermore, G is simply connected because otherwise, being G nilpo-
tent, there would be a nontrivial compact subgroup(') K, and therefore {6"K},cz
would contain arbitrarily small subgroups of G. Since G is a Lie group, this cannot
happen and therefore G is simply connected. [

3. The topology of A-homogeneous distances

In the definition of A-homogeneous distance we gave in the Introduction, we
don’t require the distance to be admissible, i.e., to induce the manifold topology.
However, we prove that A-homogeneous distances are in fact admissible, as we
stated in Theorem 1.1.

This section is devoted to the proof of Theorem 1.1, which consists of several
steps. In this section, G is a Lie group with Lie algebra g and neutral element
eq, d is a left-invariant distance on G, A€Der(g) is a derivation, A— 6y €Aut(G) is
a multiplicative one-parameter group of automorphisms such that (Jy).=A4 and
each dy is a metric dilation for d of factor A, for each A>0. The topology of the Lie
structure on G and the one induced by d are denoted by 7o and 74, respectively. We
denote by G° the 7g-connected component of G containing e. If ZCG is a set and
T a topology on G, we use the convention TﬂZ:{UﬂZ:UET}CQZ. IfVvernz, we
will conventionally say that “V is 7-open in Z”, even in case V¢7. We denote by
L, the left translation by p on G.

3.1. First step: contractibility

Proposition 3.1. FEvery eigenvalue of A has strictly positive real part. Con-
sequently, limy_,o dx(p)=e, uniformly on Tg-compact sets in G°.

Proof. We choose a basis of g so that A is in real-Jordan form: A is a block
diagonal matrix where each block is in one of the two forms

al 0 Zap 1 0

(3.1) Jo=| " or Jupi= R :
a1l Zab I
0 a 0 Zab

a

where Zgp:=(% %) and I:=(} ), a,beR with b£0.

(1) Indeed, if G is not simply connected, then G=G/H, where G is simply connected

and H is a discrete central subgroup of G. If he H\{e}, then h=exp(z) for some z€g, and
exp(Rz)/(exp(Rz)NH) is a torus in G.
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We claim that in each block (3.1) the value a is strictly positive. We need to
consider five cases.

(1) Consider J, with a=0. Then let v€g be the vector that in each coordinate
is zero except in the first one for J,, where it is not zero. Hence Av=av=0. Thus

B
)\Av:Z;’;O %v:v. Up to a scalar multiplication of v, we may suppose that
exp(v)#eq. We reach a contradiction: for all A>0 we have

Ad(e, exp(v)) =d(eq, 6x exp(v)) = d(eq, exp(\v)) = d(eq, exp(v)),
but the last term is a nonzero number independent on A.

(2) Consider J, with a<0. Taking v€g as in case (1), we have \v=

o %Wv:/\av and exp(v)#eg. Then we reach a contradiction: On the
one hand, we have(?)

0# d(eq, exp(v)) <d(eg, exp(Av))+d(exp(A1v), exp(v))
= d(eg, exp(A"v)) +d(exp((A" —1)v), eq)
= Md(eq, exp(v))+ A 1[5 d(eq, exp(v)),
that is )\—1+|)\‘1—1|% >0 for all A>0. On the other hand, if a<0, then lim_g+ A—
1+|Ao—1|a=—1.

(3) Consider the block Jg, with a=0. Let v; (resp. v2) in g be the vector that
in each coordinate is zero except in the first one (resp. the second one) for Jyp.
Hence, for all A>0,

Moy = \(cos(log(\)b)vy —sin(log(A)b)vs)
My = A% (sin(log(A\)b)v; +cos(log(A)b)vs).

One may assume exp(v1)#eg. Taking )\Ozexp(%’“) we reach a contradiction:
Aod(e, exp(v1)) = d(e, exp(Agv1)) = d(e, exp(v1)),

since the last term is non zero, but Ag#1.

(4) Consider the block Ju; with a<0 and assume that, for v; and v as in
case (3), span{vi, v} is not a commutative Lie algebra. Hence vs:=[v1, v2]€g\{0}.
Then, since A is a Lie algebra automorphism, we get

Moz = [Mor, Moy = A2%(cos? (log(A)b) +sin? (log(A)b)) [v1, v2] = A2%vs.

By the argument in case (2), we have a contradiction.

1/a

() Justification of the last equality: setting u=(A*—1)1/%, we have

d(exp((A* =1)v), eq) = d(exp(u®v), e) = d(exp (' v), €) = pd(exp(v), €).
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(5) Consider a block J,;, with a<0 and assume that, for v1,v2€g as in case (3),

span{vi, vy} is a commutative Lie algebra. Since a<0, the curve A=\t cC is a
spiral in the complex plane going to co as A—07. Therefore, for all N €N there are
AN,y €(0,1/N) such that
(3.2) X]l\iﬂb"‘l :,ul]l\;rib,
One can geometrically prove the existence of such Ay, puy by taking a point in
the spiral at small parameter A with horizontal tangent and then translating the
horizontal line until the intersecting points differ by (1,0).

Notice that (3.2) implies

A A
in span{vi,ve}. Moreover, since span{vi,vy} is an Abelian subalgebra, exp:
span{vy,ve}—G is a group morphism.

Then we reach a contradiction:

d(exp(pyv1), exp(v1))

0#d(eq,exp(v1)) <d(eq,exp(uivi))+

)+d(ec, exp((un —1d)vy))
)+

)

(uvor)
<d(ec, exp(piyv1)
=d(eq,exp(uayv1))+d(eq, exp(Aav1))
= (un+An)d(e, v1),
because the last term tends to zero as N —oo0.
This completes the proof of our claim, i.e., that a>0 in each block (3.1).
Recall that if

z 1 0
J =
z 1
0 z
is a kx k Jordan block with ze€C, then
et? ... %k!etz AL %)\z

et! = U , that is, \ = :
0 et? 0 AN?

Hence, if Re(2)>0, then A/ —0 as A—0%. We deduce that for all p€exp(g)
lim ¢ =eg.
A, ) =cq

Let p be in the connected component G° of the identity. Then there exist py, ..., pm €
exp(g) such that p=pj...p,,. Therefore,

Alirng ox(p) :Agrg+ r(p1)--0x(pm)=eq. O
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3.2. Second step: proof of TgNG°CTacNG”
Lemma 3.2. There is QCG® 1g-open such that e €Q and QCB(eg, 1).

Proof. Let vy, ...,v,€g be a basis of g. Define ¢:R”—G* by

n

G(t1, s tn) = (D(exp(v;)- 31, exp(v;) ).

j=1
Set t=(0, ...,0) and notice that ¢(f)=eg. Moreover,

. d

5 0= | (expe) 0 exp(ey) )

t=0

d _
= dLexp(vj)|cxp(uj)—1 (E Ot eXp(vj) 1) .

t=0

Recall (see for instance [25, Theorem 2.14.3]) that the differential of the exponential
map is

o _1)k
AeDLu(y) = syl (Z ((,Hi),adﬂy)) | vayes
k=0 ’

For weg, we have

d d d
— .t - — Oot ) s =d w — tA
|, et exp(w) |, exp((Jet )w) exp | |,
— (-1)*
= dLexp(w)lec <Z e 1)!ad£;(,4w) .
k=0

Recall that exp(v;) ! =exp(—v;). Using the latter formula with w=—v;, we obtain

09 - =1
8_tj(t) = dLexp(Uj) ‘exp(—vj) <_ dLexp(—Uj) ‘ec (Z Wad57 (AUJ)>>

k=0
= 1

k=0

Since the real part of the eigenvalues of A are strictly positive by Proposi-
tion 3.1, we have that ker(A)={0}, i.e., that (Avy, ..., Av,) is a basis for g.

We claim that (%(E))?:l is a basis for g. Without loss of generality, we
may assume that vy, ...,v, €g is a basis that is adapted to the grading induced by
A as in Proposition 2.8, which is positive because of Proposition 3.1. We write
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this grading as g:@zzl Vi, with 0<t1<to<...<t,. Notice that, if v;€V,,, then
adfjj (Av;) € Vijq1)r,, and thus we have

00 -
a—tj(t):fAvj mod (V;., ., ®...8V;,).

One easily concludes that (687‘15(7?) _, are linearly independent.
J
We have obtained that D¢(t) is surjective. Hence, there is QCG® open with
eq €€ and
QCo{(tj);: —1<t; <1}

So, ifpéﬁ, then p=¢(t1, ..., t,) with t;€(—1,1). Therefore,

d(eg,p) < Z d(eg,exp(v;))+d(eg,d,t; exp(—v;))

j=1

< Z d(eq,exp(vj))+ed(eq,exp(—v;)) < oo

Let e=(2>"7_,[d(eq, exp(v;)) +ed(eg, exp(—v;))]) ! and define Q=0.Q. The proof
is concluded because  is 7g-open, eg€Q and QC Bleg,1). O

Proposition 3.3.
NG C1eNG”.

Proof. Let UetgyNG® and peU. Then there is 7>0 such that B(p,r)NG°C
U. Therefore, if 2 is like in Lemma 3.2, pd,QCpd,B(eg,1)NG°=B(p,r)NG°CU.
Since Q is 7g-open in G°, then p€int,,n¢-(U). Since this holds for all peU, then
UergnNG°. O

Corollary 3.4. d:G°xG"—[0,+00) is T7g-continuous.

Proof. First, we prove that pr—d(eg,p) is continuous in eg. Indeed, if pp ™%
eq in G° and >0, then, by Proposition 3.3, {peG":d(eq,p)<e}eTaNG CTcNG".
Hence there is N €N such that d(eq, pr) <e for all k>N.

Second, we prove that d:G° x G°— [0, +00) is continuous. Let p $p in G° and
g %q in G°. Then

|d(prs qi) —d(p, )| < d(ec,py 'p)+d(ec,q; '¢) — 0. O
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3.3. Third step: proof of T¢a NG°CTgNG*
Lemma 3.5. There is QCG® 7g-precompact such that Bleg, 1)NG"CQ.

Proof. Let Q5 CG° be a Tg-open set in G° such that eq €y and Qy is Tg-com-
pact. Since, by Proposition 3.1, lim;,_ o detQ2={e¢} uniformly in 7¢, there is a
Tg-open set 0 Cy with eq €y such that 5,0, CQy for all ¢<0.

Since 982 is Tg-compact and does not contain eg, and since d is Tg-continuous
on G°, then m=min{d(eq, p):p€d}>0. We claim that B(eg, 1)NG"Cdy QU
Qs. Let peB(eg, 1)NG°. If peQy, then we are done. If p¢Qs, then there is t<0
such that d.ep€01, because limy_, _, d.tp=eg by Proposition 3.1 and because the
curve t—d.:p is Tg-continuous. We have m<d(eg, 6.:p)=e'd(eq, p)<et. Therefore,
SmP="0me—1t0et DESpe—t 21 CQy, because me ™t <1. We conclude that pe 01 /m 22Uy,

The proof of the lemma is concluded, because =4 ,,22Us is 7g-precom-
pact. [

Proposition 3.6.
TaNG” C1gNG-.

Proof. Let Q€1¢NG° as in Lemma 3.5. Since lim;_,0 6;:Q2={eg} by Proposi-
tion 3.1, the family of open sets {0;Q};~¢ is a system of 7g-neighborhoods of eq
in G°. If UergNG® and peU, then there is >0 such that pd,.QCU. Therefore,
B(p,r)NG"=pd,B(eq, 1)NG" Cpd, QCU, i.e., p€int;,ng-(U). Since this holds for
all peU, we obtain UeryNG°. O

3.4. Fourth step: G is connected
Lemma 3.7. G is connected.

Proof. Notice that, since both 74 and 7¢ are left-invariant and by Proposi-
tions 3.3 and 3.6, we have for every peG

TaNpG* Zp(TgﬂG:) Zp(TdﬂGo) =T14NpG°.

Let pe@. Since the curve t+—d.:p is Tg-continuous, we have d.:pEpG° for all
teR. Moreover, d(p, 6. (p))<d(eg,p)+eld(eq, p)<2d(eq,p) for all t<0. Therefore,
if t<0 then

Oet (p) € Bd(pa 2d(€G,p))ﬂpGo.

We know from Lemma 3.5 that B(p,r)NpG° is 7g-precompact for every r>0.
Therefore, there are t,——oco and ¢€p-G° such that J,:, (p)~$q. Since
limy,— oo d(€, 0et (p)) =lim;—, o, e'd(e, p) =0 and since d is 7g-continuous on pG® by
Corollary 3.4, we obtain d(eg, ¢)=0, i.e., peG°. O
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3.5. Conclusion of the proof of Theorem 1.1

By Lemma 3.7 we have that G is connected, i.e., G°=G. Hence, Proposition 3.3
and Proposition 3.6 give 7y=7¢g.

4. Homogeneous distances

4.1. Self-similar Lie groups

Definition 4.1. A self-similar metric Lie group is a quadruple (G, d, §, \) where
G is a Lie group, d an admissible left-invariant distance on G, d€Aut(G) and A€
(0,00)\{1} so that
d(oz, dy) = Ad(z,y), Vr,yeq.

In Section 5 we present examples of (G, d, d, A) where d is not admissible or § is
not a group automorphism. In [5] it has been given a characterization of self-similar
metric Lie groups:

Theorem 4.2. (Cowling et al., [5]) If a metric space is locally compact, con-
nected, isometrically homogeneous, and it admits a metric dilation, then it is isomet-
ric to self-similar metric Lie group. Moreover, all metric dilations of a self-similar
metric Lie group are automorphisms.

After a technical lemma about quotients of self-similar metric Lie groups, we
show basic properties of self-similar metric Lie groups.

Lemma 4.3. Let (G,d,d,\) be a connected self-similar metric Lie group and
H<G a closed normal subgroup with 6(H)=H. Then there are a left-invariant
distance d on G:=G/H and an automorphism dchut(G) such that (G,d,5,\) is a
self-similar metric Lie group and the quotient map (G, d)—>(@,c§) 18 a submetry.

Proof. Even if the statement of this lemma is not present in the literature,
the argument of the proof can be found in [21, Proposition 2.10], for example.
Since §(H)=H, then there is d€Aut(G) with §(xH)=(dz)H for all z€G. Define
d:G x G—[0,+00) as

~

d(xH,yH) :=inf{d(xh,yk):h,k € H}.

The function d is clearly symmetric, G-invariant and & rescales it by A. Using the
facts that d is left-invariant, H is a closed normal subgroup, and balls in (G, d)
are compact, one can show that d(xzH,yH)=min{d(xh,y):he H}. It follows that

~

d(xH,yH)=0 if and only if t H=yH. Moreover, if z, z€G, then for all k€ H there
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exists he H for which d(zH, zH)=d(zk, zh). Therefore, if we take three points
x,y, z€G then first there is hy € H such that d(zH,yH)=d(z,yh1); second there is
ho€ H such that d(yH, zH)=d(yh, zh2); hence, by triangle inequality of d we get

d(zH, zH) < d(z, zhy) < d(z, yh1)+d(yhy, zhy) = d(zH,yH)+d(yH, zH).

This shows that d is a distance on G. F inally, since the quotient map G—G is a
submetry, d induces the manifold topology. [

Theorem 4.4. (Structure of self-similar metric Lie groups) Let (G, d,d,\) be
a self-similar metric Lie group. Let V;:=V;(\,d.) be as in Proposition 2.7. The
following facts hold:

(i) G is connected, simply connected, and nilpotent;

(i) Vi={0} for all t<1. In particular, (Vi)i>1 is a positive grading of g;

(iii) (G,d) is a Q-Ahlfors regular metric space with

Q= Zt-dim(Vt).

t>1

Suppose in addition that 5,=\* for some A€Der(g). Then the following holds:
(iv) Eingf, for all a€C;
(v) The eigenvalues of A have all real part larger or equal than 1;
(vi) For Vi as above and V;(A) as in Proposition 2.8, we have V;=V;(A).

Proof. Since G is locally connected and d is admissible, there are a connected
neighborhood U of e and a radius >0 such that By(eq,r)CU. Since By(ey, \'r)=
0" By(eq,r)Co™U for all ne€Z and since G=J,,., Ba(ey, A"r), then G=J,,c;, "U.
Since eg€[),,cz0"U, then G is connected.

Since d is admissible and A#1, either § or ! is a contractive automorphism of
G. More precisely, if A<1, then § is contractive; if A>1, then 5! is contractive and
Vi(\, 8.)=V:(1/X,8;1). Using Proposition 2.9, we've got in both cases that V;={0}
for all ¢<0, and that G is simply connected and nilpotent. Item (i) is thus proven.

Set Q:=) . t-dim(V}). Notice that we have not proved yet that the elements
in the last sum are zero for t<1. If p is a Haar measure on G, then, for all n€Z,

u(Bleg, A")) = u(8"(Bleg, 1)) = | det &,|"- u(Bleg, 1)) = A"?-u(Bleg, 1)),

using Proposition 2.7 in the last identity. It follows that (G,d) is Ahlfors regular
with Hausdorff dimension @, see [13, §8.7]. Therefore, the point (iii) is proven
(without item (ii)).

We want to show that ¢, :=min{t€R:V;#{0}} is larger or equal than 1. Define
b=;-,, Vi- We claim that [g,g]Ch. Indeed, if X€V; and Y €V; with s,t>1,,
then [X,Y]€V;s, since t+8>2t,, >t,,, because t,,>0.
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Let H=exp(h)<G be the connected Lie subgroup associated to h and define
G=G/H. Notice that H is a closed normal subgroup and that §(H)=H, because
G is simply connected and nilpotent, [g, h]C[g, g]Ch and d.(h)= =h. By Lemma 4.3,
there is a distance d on G so that the quotient map (G, d)— (G, d) is a submetry
and (G, d, s, A) is a self-similar metric Lie group. By the item (iii), which we proved
above, we have

A

dim(V;,, ) = dimyop G < dimpaus(G, d) =t dim(V3, ),

and therefore t,,>1. This completes the proofs of item (ii).

We consider now the last items of the theorem: assume that §,=\%, for
some A€Der(g). Notice that for all 8,k€C we have E’,jg‘:Eg‘7 because (kA—
kBId)"=k™(A—pId)". Therefore, using Lemma 2.1, we have E‘SQ—E((IIES;))A EA
Items (iv), (v) and (vi) readily follow. O

2. Homothetic self-similar metric Lie groups

A distance d on a Lie group G is said homothetic if it is left-invariant, admissible
and it admits a metric dilation of factor A for every A>0.

Any A-homogeneous distance on G is clearly homothetic. Since homothetic
distances are assumed to be admissible, from Theorems 4.2 and 4.4 we obtain that,
up to possibly changing the group structure, we may assume G to be nilpotent. In
this case, one easily shows that homothetic distances are A-homogeneous, for some
derivation A:

Proposition 4.5. Let d be a homothetic distance on a nilpotent Lie group G.
Denote by P the group of dilations of (G,d) and by I the subgroup of P consisting
of isometries, i.e., dilations of factor 1.

Then P=IxR~q and it is a closed subgroup of GxAut(G). In particular, there
is A€Der(g) so that d is an A-homogeneous distance.

Proof. Notice that a dilation (G, d)— (G, d) of factor A is an isometry (G, Ad)—
(G,d). Since isometries of nilpotent Lie groups are affine maps, see [16], then
PcCGxAut(G).

Now, we claim that in fact P is a closed subgroup: indeed, if {d,}nen is a
sequence of dilations, each of factor A, >0, converging to ¢ in Gx Aut(G), then it
converges pointwise. Therefore, if z,y€G are such that d(z,y)#£0, then

. . d(énx, 6ny) d((sxv 69)
lim A, = lim = .
n—00 n—o0 d(x7 y) d(1'7 y)
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Since 4 is still bijective, it being in G x Aut(G), then \:= d((;zi:gl)’) >0. Since the limit

lim,, A,, does not depend on the choice of = and y, § is a dilation of factor .
Since P is a closed subgroup of G'xAut((), then it is a Lie group. Notice
that the map f:P—Rso that associates to each dilation its dilation factor is a

continuous surjective group morphism. Notice that if ¢ is a nontrivial dilation of
(G,d), then (deg)~'d is a dilation fixing eg, thus an automorphism of G, and
with the same factor as §. Therefore, the restriction f:PNAut(G)—Rs¢ is still
surjective. In particular, there is a one-parameter subgroup SCPNAut(G) such
that the restriction f|g:S—Rs( is an isomorphism. Since I=ker(f), then I is a
closed normal subgroup of P and P=Ix.S. Finally, d is A-homogeneous for some
infinitesimal generator A€Der(g) of S. O

Notice that, if there exists an admissible A-homogeneous distance on G, then
Theorem 4.4 applies. In particular, G is a connected, simply connected, nilpotent
Lie group. In the rest of this section we will only prove some technical results that
we will need later in Sections 6 and 7.

Lemma 4.6. Suppose that G is a connected, simply connected, nilpotent Lie
group with Lie algebra g. Let A€Der(g). A set BCG is the closed unit ball of an
A-homogeneous distance if and only if

(i) eg€int(B) and B is compact,

(i) B~'=5;

(iii) B is A-convez, i.e., for all z,y€B and all A€[0,1]

(A1) (1-1)"y) € B,
where we use the convention 04 =eg.

Proof. The fact that (i)—(iii) follow from B being the unit ball of an A-homoge-
neous distance is straightforward. We shall prove the converse implication.

Define d(p,q):=N(p~'q), with N(p):=inf{u>0:pu"*pcB}. We shall prove
that d is an A-homogeneous distance and B={p: d(eg,p)<1}.

Clearly d>0, d is symmetric and left-invariant, and d(A\z, \y)=\d(z,y).
By the continuity of the action A4 and by the compactness of B, we have
B={p:d(eq,p)<1}.

From (iii) and the facts that eg € B and AMeg=eg, we have:

for all n€N, z1,...,2,€B and A1, ..., A, €[0, 1] with >, A; <1,

(4.1) (Mzp)...(Ma,)eB.

The proof of (4.1) proceeds by induction on n. If n=1, then it follows from (iii)
with y=eg. If (4.1) holds up to n, one can prove it for n+1 using the fact
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that

A1) Vs ) MR ) A1)

A A A A
_ (LA A A n n+1
_(/\1 xl)"'()‘n—lz"—l)(/\n_'—)‘”-‘rl) l((An+An+1> xn) (<)\n+)\n+1> mn+1)].

We claim that d<oo, that is, for every p€G there is A>0 such that A\pe
B. Fix peG. Since B is an open neighborhood of eg and G is connected, then
there is n€N and 1, ..., ¥, € B such that p==1...7,,. By (4.1), we have (1/n)4p=
(1/n)Ax1...(1/n) 2, € B. The claim is proven.

We claim that N(p)=0 implies p=eg. Indeed, if N(p)=0 then there is
a sequence p,—0 with (i)ApEB. We can suppose that p,<1/n. Therefore,
from (4.1) we deduce that, for all neN,

p" = (i (i p))" € B.

Similarly, since B=B~!, then N(p~!)=0 and so p~"€B for all neN. It follows
that the closed group {p":n€Z} is contained in B and thus is a compact subgroup
of G. Since G is simply connected and nilpotent, the only compact subgroup is
{ec} and thus p=eg.

The triangle inequality N (zy) <N (z)+ N(y) follows from the A-convexity of B:
If we set a=N(z) and b=N(y) and they are both nonzero, then A-convexity of B

implies
N(zy) a \" 4 b\ 4
=N||— — <1.
a+b <<a+b> @ a+b )<

We conclude that d is an A-homogeneous distance on G. O

For the proof of the following lemma, see [5].(*)

Lemma 4.7. Letd be an admissible distance of a Lie group G and # CAut(G)
a compact group of automorphisms. Then the distance

d'(z,y) :=max{d(kxz, ky): k€ X}

is an admissible distance on G and it is J -invariant. Moreover, if 0 is a metric
dilation of factor \ for d that commutes with X , i.e., §.¢ 6 =, then it is also
a dilation of factor \ for d'.

Lemma 4.8. If dy and ds are two admissible distances on a Lie group G and
0€Aut(G) is a dilation of factor A#1 for both distances, then the identity map
(G,dy)—(G,ds) is bi-Lipschitz.

(3) In the first arXiv version of [5] it was Lemma 3.3.
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Proof. We need to show that there are Lq, Lo >0 such that, for all z€G,
Lydy(eq,x) < dz(eq,x) < Ladi(eq, ).

We will show only the second one, because then the first one follows by exchanging
the roles of d; and do. Without loss of generality, we can assume A>1. Let B;
be the ball centered at eg of radius 1 with respect to d;. Then there is k€Z such
that 0¥ B; C By. Let x€G\{0}. There is /€7 such that x€6°t1 By but x¢5°By, i.e.,
Ne<dy(eq, ) <AL Therefore,

da(eq, 2) = N1 R dy(eq, 6F6~HD ) < NITRXE <AV P (e, z). O

5. Examples

For the first three examples, we consider R? as Abelian Lie group.

5.1. Some trivial examples

If o, 8>1, the (diagonalizable) matrix Az(% g) gives rise to automorphisms
=M= ( )‘Oa )\Oﬁ ) These maps are one-parameter groups of dilating automorphisms
for several distances such as d((z,y), (z/,y'))=max{|z—z'|"/*, |y—y'|'/#} or, if a=
B, d(z,y)=|lz—y||*/* where ||| is any norm on R2. Tt has been shown in [20,
Proposition 5.1] that, for a«==2, there exists an A-homogeneous distance d in R?
whose spheres are fractals.

If @>1, the maps

o (e ) o (s (5 1)

are a one-parameter group of dilating automorphisms for the distance d(z,y)=
|z—yl|=, where ||-|| is the Euclidean norm.

If a=1, one can show that the only homogeneous distances are multiples of
the Euclidean distance. This is a particular instance of a more general fact, see
Proposition 7.4.

However, if a=2, there are examples of pathological distances, see next exam-
ple.

5.2. Dilations with non-real spectrum

A_G _21>

Let
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We claim that the set B:={(z,y) €R?:||(z, y)||oo <1} is the unit ball of an A-homoge-
neous distance d on R?, where ||(z,y)||cc =max{|z|,|y|}. By Lemma 4.6, we need to
show that B is A-convex for the claim to be true. Let (z,y), (Z,y)€B and t€(0, 1).
Then

[t (2, ) +(1=)(Z,9) |

t?(cos(log t)x —sin(log t)y)+ (1 —t)?(cos(log(1—1))Z —sin(log(1—t))
t2(sin(log t)x +cos(log t)y) + (1 —1)%(sin(log(1—1t))Z +cos(log(1—1t))

<t*(

cos(log(t))|+|sin(log(t))])+(1—#)*(| cos(log(1~t))| +| Sln(log(l t)

Set f(t) to be the last expression: we need to show that f(¢)<1 for all tE(O, 1).
Since f(t)=f(1—t), we only need to show that f(¢)<1 for t€[1/2,1). Notice that
() < h(t) :==1*(| cos(log(t))| +] sin(log(t))|) +2(1 ).

Moreover, for t€[1/2,1), we have log(t)e[—log(2),0]C[—n/4,0] and thus
| cos(log(t))|+] sin(log(t))|=cos(log(t)) —sin(log(t)). Now, h(t)<1 for t€[1/2,1) be-
cause h(1/2)<1, h(1)<1 and h is convex. Indeed, one can compute on the interval

(1/2,1)
h'(t) = (cos((log(t)) —3sin((log(¢)))t+4(t—1),
h" (t) = —2 cos((log(t)) —4sin((log(t)) +4,
where h”(t)>—2+4>0. The proof is complete.

5.3. A distance with non-diagonalizable dilations

It is known, see [1, Section 6] and [26], that for all a>1 the maps

() o (1)

form a one-parameter group of dilating automorphisms for some admissible distance
d., on R? that is invariant under translations. Such distances have the property that
their conformal dimension is not realized. Consequently, these distances cannot
be bi-Lipschitz equivalent to homogeneous distance with diagonalizable dilating
automorphisms.

5.4. Automorphisms without distances

‘We shall now show that for no A>0 there is an admissible translation-invariant
distance d on R? such that

d(6z,0y) = Ad(z,y), Va,yeR?,
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. I

Notice that this statement can be deduced (by snowflaking a candidate d) from the
fact that the conformal dimension of the distances in Example 5.3 is not attained.
However, the argument below is elementary enough to be worth showing it.

Let y£0 be such that d((0,0), (0,y))<1. For all n,meN, we have

where

d(0,nA™ (mlog(N)y,y)) = d(0,n63"(0,y)) < Y d(0, (5x)™(0,y))
k=1
=nA"d(0, (0,y)) <nA™.

Without loss of generality, we can assume A<1. For each meN we take n,:=|A~"™]
and look at the points pp,:=n,, A™(mlog(A)y,y). On the one hand, the sequence
(Pm)m diverges to infinity. On the other hand, from the calculation above it stays
in the unit ball with respect to the distance d. This contradicts the fact that closed
balls with respect to d are compact (see Lemma 4.6).

5.5. Dilations that are not continuous

If p:R—R? is a Q-linear group isomorphism (which exists, using the Axiom
of Choice, because R and R? are vector spaces over the rationals with the same
dimension), then d(z, y)=||¢(x) —&(y)|| is a left-invariant distance on the set R such
that, for each ¢€@Q, the map z+—q-z is a dilating automorphism of factor ¢, but
this distance is not admissible because (R, d) is isometric (and thus homeomorphic)
to the standard R2.

Notice also that this distance on R is homothetic and that all its dilations fixing
0 are group automorphisms, but some of them are not continuous on R.

5.6. Dilations that are not group automorphisms

Let G be the Lie group given by R3 with the group operation

a x a cos(c) —sin(c) 0\ [z
bl*|ly|=1b]+]sin(c) cos(c) 0 Y
c z c 0 0 1 z

The group G is the universal covering space of the rototranslation group R2x S!. It
is evident that the Euclidean distance dg on R? is a left-invariant admissible distance
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on GG. The maps dyp:=Ap, A>0, form a one-parameter group of diffeomorphisms
of G and d, is a dilation of factor A for dg. So, dg is an admissible left-invariant
homothetic distance on G. But the dilations §) are not group automorphisms of G
and @ is not nilpotent.

5.7. Self-similar Lie group that is not homothetic

Let p:[0,00)—[0,00) be the function whose upper graph is the convex hull of
the points (22,2™) as me€Z. Define the translation-invariant distance on R such
that d(0,t)=p(t), as t>0. Then the map t—4¢ is a metric dilation of factor 2.
However, this distance is not isometric to the Euclidean distance and it does not
admit dilations of every factor.

6. When A-homogeneous distances exist

This section is devoted to the proof of Theorem 1.2. We start with two lemmas
that allow us to modify homogeneous distances. We will then prove (i)=-(ii) in
Proposition 6.3, while in Proposition 6.8 we shall prove (ii)=-(¢). Finally, notice
that in the conditions of Theorem 1.2. (ii), the presence of a positive grading implies
that G is nilpotent.

6.1. New homogeneous distances from old ones

The following lemma allows us to consider only derivations with real spectrum.
Recall that by o(K) we denote the spectrum of an endomorphism K. We shall
denote by g the Lie algebra of a Lie group G.

Lemma 6.1. Let AcDer(g) and d be an A-homogeneous distance on G. Let
K eDer(g) be such that o(K)CiR, K is diagonalizable over C, and [A, K]=0. Then
there is a distance d’ that is (A+K)-homogeneous, N -invariant, and bi-Lipschitz
equivalent to d.

Proof. Since o(K)CiR and K is diagonalizable, then J# :={ X} ¢ is a com-
pact subgroup of Aut(g). Since [A4, K]=0, then A uf =pK A4, for all A, u>0. There-
fore, by Lemma 4.7, there is a distance d’ on G that is both A-homogeneous and
JE -invariant.

From [A, K]=0, we also get MK = \A\K_ Since A+X is the composition of
a dilation with an isometry of d’, then d’ is also (A+ K)-homogeneous. Since both
d and d’ share a nontrivial dilation, then the identity (G, d)— (G, d’) is bi-Lipschitz
by Lemma 4.8 [
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The following lemma is a variation of Lemma 4.3. The proof is left to the
reader.

Lemma 6.2. Let A€Der(g). If there is an A-homogeneous distance on G and
if h<ag is an ideal with A(H)Ch, then there is an A-homogeneous distance on G/H,
where AeDer(g/b) is induced by A and H=exp(h).

6.2. Necessary condition for A-homogeneous distances

Here we prove that (i) implies (ii) in Theorem 1.2.

Let A be a derivation on the Lie algebra g of a Lie group G. Let g=5, . V2
be the real grading defined by A as in Proposition 2.8. Suppose that there is an
A-homogeneous distance on G. Then G is connected simply connected, V;={0} for
all t<1, and g is nilpotent by Theorem 4.4.

Proposition 6.3. Let G be a Lie group equipped with an A-homogeneous dis-
tance, for some derivation A. Then Aly, is diagonalizable over C.

Proof. By Corollary 2.6 and Lemma 6.1, we can assume that the eigenvalues of
A are all real, because (A— Aj)|y, is diagonalizable if and only if Aly, is. By Theo-
rems 1.1 and 4.4, we have g=V1 &P, Vs, with V1 #{0}. Arguing by contradiction,
suppose that Aly, is not diagonalizable.

Let by,...,b.€V] be a basis so that the matrix representation of Aly, with
respect to this basis is in Jordan normal form. Since Aly; is not diagonalizable, we
can assume A(b,)=b,.+b,_1 and A(spang{bi,...,b,_2})Cspang{bi,...,b,_2}. Let
h=spang{b1,...,b, 2} OP,.; Vs. Then b is an ideal of g and A(h)Ch. Therefore,
by Lemma 6.2, there is a fl—homogeneous distance on the quotient group G:=
G/ exp(h)~spang (b,_1,b,) where A:((l) 1) in the basis (b,_1,b.). However, we
showed in Example 5.4 that such a distance does not exist. [

6.3. Construction of an A-homogeneous distance

Here we prove that (ii) implies (i) in Theorem 1.2.

Let G be a connected simply connected nilpotent Lie group with Lie algebra g
and let A be a derivation on g. Let g=@P,~, V; be the real grading defined by A as
in Proposition 2.8. Since G is simply connected and nilpotent, the exponential map
g—@G is a diffeomorphism. For simplicity in the exposition, we will identify g and
G via the exponential map. Via this identification, the Lie algebra automorphism
A of g is a Lie group automorphism of G, for all A>0.
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Lemma 6.4. Let AcDer(g). For t>0, define

Wt = @Eﬁ-is CgC7

seR

so that Vea=gNW,. For every 0€(0,1) there is a norm ||-|| on gc such that the
following holds: For all t>0, if W CW; is such that AW CW, then for all A€[0,1]

(6.1) IMwl <A or
(6.2) IMwl| <A if Alw is diagonalizable over C,

where || M|y || is the operator norm of the linear operator A |w (W, ||- 1) — (W, |- |-
Moreover, the norm ||-|| can be defined by an Hermitian product on gc for which
the spaces Wy are orthogonal to each other.

Proof. Let (by,...,b,) be a basis of gc such that the matrix representation of
A is in Jordan normal form. In other words, the matrix M of A in this basis has
the eigenvalues of A on the diagonal, some 1 on the upper diagonal and 0 in all the
other entries. For every €>0, define a new basis b7, ..., b5, with b;:zsjbj. Then, the
matrix M€ of A in this new basis is the same as M, but the 1 in the upper diagonal
are replaced with €. Indeed, on the one hand, if Ab;=2M;;b;, then Ab5=M;;b5; On
the other hand, lf AbJ :ijbj+bj_1, then

AbS =7 (Mjbj+bj_1) = M;b5+ebl_,.

Notice that the nilpotent part of A, i.e., the linear map Ay €Der(gc) defined in
Corollary 2.6, is represented by the matrix M5, that is M*® with the diagonal entries
replaced by 0.

Let (,)c be the Hermitian form on g¢ such that b5, ..., b5, are orthonormal and
let |||l be the corresponding norm. Then the operator norm ||Ay|.=|Mz]| is
arbitrarily small as e—07.

For reasons that will appear evident shortly, we need the following fact: there
is >0 such that

fe(\):= )\9+Z( 1)/ %HANHJ <1, forall A€]0,1],
j=1

where meN is such that AQ=0. Indeed, first of all notice that f.(0)=0 and f.(1)=
1. Next, if A\€[0,1/2], then f.(A)<1if ||An||c is small enough. Finally, if Ae[1/2,1],
then f. is smooth with first derivative as close as wished to A°~1, as e—0%. Since
OA=1>02719=11>0, then, if £>0 is small enough, f/(\)>0 for all A€[1/2,1]. Thus
fe(A) <1 for A€[1/2,1], because f.(1)=1
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The claim is proven: we fix such an £>0. Fix a subspace W CW, such that
AW =W. Let Ag, A;, Ay€Der(gc) be as in Corollary 2.6. Then |[|[A!|y|.=1,
because the matrix representation of Ay|y is diagonal with purely imaginary entries.
Since Ag|w =tId, then || A% |y ||-=\t. For all A€[0,1], we have

log(\)?
5!

I lle <IN o[l IAA T e DAY T lle = AT |[Tdfw )
j=1

(Anlw)’

< )\t70 )\9+Z >‘0| IOg'(A)V ||AN||g :Xefefe()\) < )\i&f@’
=L
where the first inequality uses the sub-multiplicity of operator norms. The esti-
mate (6.1) is thus proven.

If Al is diagonalizable over C, i.e., Ax|w =0, then ||AM|w|l-=A* and thus
estimate (6.2) is also proven. [

Lemma 6.5. In the hypothesis of Theorem 1.2. (i1), assume that g is Abelian.
Then there is an A-homogeneous distance.

Proof. Notice that, after the identification G=g, the group operation of G is
just the vector sum in g. Let ||-|| be a norm given by Lemma 6.4 with >0 such
that t—60>1 for all t>1 with V;A#{0}, or, equivalently, W;#{0}. Define B={ve
g:|lv]|<1}. Since B trivially satisfies both conditions (i) and (ii) of Lemma 4.6, we
only need to show that B is A-convex.

First, we claim that for all A€(0,1) and z€g,

A
(6.3) A7 ]| < Afl]].
Indeed, because the decomposition 92@1521 V; is orthogonal with respect to the
scalar product that defines ||-||, we obtain from Lemma 6.4
V2] =D I < Wl |+ XD a2 <A [l P = N2,
t>1 t>1 t>1

where =}, z1€g, 7:€V; and A€(0,1). So, we have obtained (6.3).
Next, if x,y€ B and A€(0, 1), then we get from (6.3)

1A 2) (=2 = IV 2+ 1 =2)"y|
< IV + =2yl < Allal|+ (=) lyll < 1.

Therefore, B is A-convex and so it is the unit ball of an A-homogeneous distance
on G by Lemma 4.6. O
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Lemma 6.6. Let xc:[0,1] =R be the function

xo(t) = t* max{|log(t)|, | log(t)["}
+(1—1)? max{| log(1—t)|, | log(1—t)|"}
—CH1-1),

where n€N. Then there is C>0 such that xc(t)<0 for all t€[0,1].

Proof. Notice that, if t€(0,1), |log(t)|”=max{]|log(¢)|, |log(t)|"} if and only
if [log(t)|>1, i.e., if and only if t€(0,e~!]; Similarly, |log(1—¢)|"=max{|log(1—
)|, |log(1—t)|™} if and only if | log(1—t)|>1, i.e., if and only if t€[1—e ™!, 1). There-
fore

xe(t) ifte(0,e7],
o) =) iftelet1-e ],
x&(t) ifte[l—e !, 1),

where

X (t) =t*log <1 +(1—t)?log (11t> —Ct(1-t).

We prove the lemma in each of the three intervals.
Case 1: Y& (t) <0 for t€ (0, e~ ] and C large enough. Notice that lim, o+ x& ()=
0 and that

(x&)'(t) = f(t)+C(2t—1), where

F(t) = tlog G)n_l (21og (%) —n> H(1-t) <_21og (%) +1) .

Since e71<1/2 (e=2.719...), then (2¢t—1)<—¢ for some £>0. Since, f is a smooth
function on (0,e™!] with lim; o+ f(¢)=1, then f is bounded on (0,e"!], say
sup(g,e-1) f(t) <M. Therefore, there is C'>0 large so that (x&) () <M —eC<0 for
all te (0,e7']. Hence, x¢ is a decreasing function with x&(0)=0, and thus x4 (¢) <0
for all t€(0,e~1].

Case 2: xZ(t)<0 for tele™!,1—e~!] and C large enough. In this case we have

Xo(e ) =xg(l—e ) =e?—(1—e"")?log(l—e™")—Ce ! (1—-c7")
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and
(x2)"(t) =2C —2(log(1—t)+log(t)+3).
Since e~!(1—e~1)>0 and since —2(log(1—t)+log(t)+3) is a smooth function on
[em!,1—e™1], then there is C>0 such that x4 (e !)=x%(1—e~1)<0 and (x%)">0
on [e7!,1—e~!]. We conclude that x%(t)<0 for all tefe™?,1—e71].
Case 3: x%(t)<0 for tee™!,1—e~!] and C large enough. Since x2,(t)=x&(1—
t), this case follows from Case 1. O

Lemma 6.7. In the hypothesis of Theorem 1.2. (ii), assume that V;={0} for
t>2. Then there is an A-homogeneous distance.

Proof. By Corollary 2.6 and Lemma 6.1, we can assume that the spectrum
of A is real. In particular, Aly, =Id|y,. If Vo={0}, then the thesis follows from
Lemma 6.5. So, we assume that V5 is nontrivial.

Let {b,x:k=1,...,m, j=0,...,n;} be a basis of V5 such that the matrix rep-
resentation of A in this basis is in Jordan normal form and such that, for each
ke{1,...,m} the vectors by k, ..., bn, k form a basis for one Jordan block. Define

W :=spang{bor:k=1,...,m} CVa.

The vector space W is the largest subspace of V5 on which A is R-diagonalizable
and Aw=2w for all weW. Moreover, since A is R-diagonalizable on V; and Lie
brackets of eigenvectors are eigenvectors, then

(6.4) lg,g]=[Vi,Wi]CcW.

Let (-,-) be a scalar product on g such that the spaces V; are orthogonal to each
other and such that {bj,k}j’k is an orthonormal basis of V5. We denote by my the
orthogonal projection g—W. If x€g, we denote by x1, x2 and zy the orthogonal
projections of x in Vi, V5 and W, respectively.

We claim that there is C'>0 such that the following holds: If z,y€g are such
that [[x—zw || <1, ly—yw| <1, lzw]|| <C and |lyw]|| <C, then, for all Ae(0,1),

(6.5) lmw Atz (1=M)Ay) | < C.

First, if zo=3",", 3775, ay¥b; 1 and A>0, then

Agy—eSo [ 1oeN
mw (M) =2 Y T bo
k=1 \j=0 )

[ los(\
:>\27Tw($2)+)\22 Z i (E%’k bO,k~
k=1 \j=1 :
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Therefore, if ||lzo—mw (22)]| <1, ie., |23¥| <1 for j#0, then
(6.6) lmw (A z2) || < A2 [ (22) | +A*n max{] log(A)], | log(M)|"},

where n=dim V5.
Second, if z,y€g and A€(0,1), then

(M) (1=N)1y) = )\Aer(lf)\)Aer%[)\Azl, (1=A)"y1]
A(1=A
2

M (1A )y 2N

because of the Baker—Campbell-Hausdorff formula, the fact that [g, g]=[V1, V4],
being V;={0} for ¢t>2, and the hypothesis that A is diagonal on V;.

Third, let C be such that ||[z1, y1]|| <C||z1|| ||y1] for all z1,y; € V1, which exists
because [+, -] is a bilinear map. Suppose z, y€gand A€ (0, 1) are such that ||z —zw|| <
1, ly—yw <1, lowl<C and lyw || <C. Then a1 <1, [lnl|<1 and

I 21X A)] = lmw (Vza)+mw (1= 492) + 2 o]
<llmw (W) [+ ((1-2)49s) 1+ 22 0
< X2 |+ X max{|log(A)], log(V)|"}
A e
(-2 ma{]log((1- M), [log((1- )"}
+)\(12—)\)C

<C+n ()\2 max{]|log(A)|, | log(A\)|"}

+(1=2)? max{| log((1=))[, | log((1-X))["}

—A(l—A)%),

where we used (6.6) in the second last inequality. Finally, by Lemma 6.6, if C' is
large enough, then the second term of the upper bound is non-positive and thus we
obtain the claim (6.5).

We are now in the position to conclude the proof. Since [g, g]CW, then g=
g/W is an Abelian Lie algebra. Since § is nilpotent and the corresponding group
quotient G =G/ exp(W) is simply connected, we will identify G with g. Denote
by m:g—§ the quotient map. Since A(W)CW, the derivation A induces A€Der(§)
with Ar=rA.
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By Lemma 6.5, there is BcC g that is the unit ball of a A—homogeneous distance.
Let W+ be the orthogonal complement of W in g. Define B'=7"(B)nW+. Since
any A—homogeneous distance induces the manifold topology by Theorem 1.1 and
since m: W+ —§ is a linear isomorphism, we may assume that

B c{zeWh:|z|<1}c{zeg:|z—aw| <1}
Define

B={zeg:n(z)€B, |lzw| <C}
—{zeg:z—zweDB, ||lzw| <C}.

We shall prove that B is the unit ball of an A-homogeneous distance. We do this by
means of Lemma 4.6: The only non-trivial property we need to check is A-convexity.
Let x,y€B and A€ (0,1). On the one hand,

(M a(1-2)"y) = Ma(a)(1-2)n(y) € B,
because B is A-convex. On the other hand, by (6.5),
lmw (A (1= 4y)| < C.
So we constructed an A-homogeneous distance on G. [

Proposition 6.8. In the hypothesis of Theorem 1.2. (ii), there is an A-homo-
geneous distance on G.

Proof. We shall prove the proposition by induction on the number of non-trivial
layers N=#{t>1:V;#{0}}. If N=1, then g is Abelian, so we have the thesis from
Lemma 6.5.

Assume that the thesis holds for graded Lie algebras with N layers and let
g:@é\zl Vi; have N+1 layers, where 1<t;<to<...<ty41. If ty41<2, then the
thesis holds by Lemma 6.7.

Suppose that ty1>2. If z€g, we denote by z; the component in V;; of x,
and fzaz—zNH:Z?’:l xj. Let #€(0,1) be such that ty41—60>2 and t;—6>1 for
all t;>1. Let ||-|| be a norm on g given by Lemma 6.4 with this 6.

Since V., is anideal of g, then g=g/V;_, is a Lie algebra. Since g is nilpotent
and the corresponding group quotient G:=G / exp(Viy,,) is simply connected, we
will identify G with §. Denote by 7:g—§ the quotient map. Since AViy 1) TVinias
the derivation A induces A€Der(§) with Ar=7A.
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By the inductive hypothesis, there is B C g that is the unit ball of a A—homoge—
neous distance. Let B’:ﬂ'*l(B)ﬁQB;V:1 Vi, Since the restriction ﬂ:@;vzl Vi, —gis
a linear isomorphism, we can assume that

N
(6.7) B'cl{zeg:y |z <1
j=1

If z€ B’ and A€ (0, 1), then
N N
(6.8) Mz <D IV <A sl <A,
Jj=1 j=1

because of (6.2) and the fact that A is R-diagonal on V7, because of (6.1) together
with t;—6>1 for t;>1, and also by (6.7).
Notice that if z,y€g, then

(y) N1 =2N+1+YN+1+ Py (2, 9),

where Py 1 has polynomial components in any system of linear coordinates. Since
Pn41(0,5)=Pn+1(Z,0)=0 and B’ is compact, there is C>0 such that

(6.9) 1Py (@, 9) <2C||Z] [l3] VayeB'.
We claim that, if C'>0 is given by (6.9), then

B:={zecg:n(z)€B, |lznp]<C}
={zeg:z€ B, |lann|<C}

is the unit ball of an A-homogeneous distance. We prove our claim by means of
Lemma 4.6: The only non-trivial condition we need to prove is A-convexity of B.
Let z,y€B and A€(0,1). On the one hand,

(M z(1-N)2y) = Mr(2)(1-M\)A7r(y) € B,
because B is A-convex. On the other hand

A2 (1=N)2Y) N1l = [ A2 vs1 + (1= X) A ynia + P (A2, (1-0)29)||
<Nengr |+ (=22 lyna | +2C[A 2] [ (1-X2) 7]
<CNH(1=-N)2420(1-N) =C,

where we used in the first inequality the facts (6.1) and ty4+1—60>2, and (6.8) in
the second inequality. This completes the proof. [
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7. bi-Lipschitz reduction to real A-homogeneous distances

This section is devoted to Theorems 1.3 and 1.4. Before diving into the proofs,
we prove two preliminary lemmas in Section 7.1. The proofs of the theorems will
be in the subsequent subsections.

7.1. Algebraic preliminaries on the image of the exponential map

Lemma 7.1. Fiz Ke{R,C}. Let g be a Lie algebra over K and A:g—g a
K-linear map such that e €Autg(g). If A is nilpotent, then A€Derk(g).

Proof. Let NEN be such that ANT'=0. For every meZ, we have em¢
Autg(g). Therefore, expanding the exponential series in the identity e™4[x,y]=

[e" Az, e™Ay], one can show that, for every z,y€g and all meZ

N

n 2N n n
m m n _
(1) BEVUCTES D i (4 X}
n=0 n=0 k=0

Since these are polynomials in m that coincide on Z, then they have the same
coefficients. In particular, the terms of order n=1 are

Alz,y]|=[Az,y]+[z, Ay]. O

Lemma 7.2. Let g be a real Lie algebra, p€hut(g) and A€ (0,00)\{1}. Then
there are A€Der(g) and K €Aut(g) such that,

1. p= KM

2. K is C-diagonalizable and o(K)CSt;

3. 0(A)CR;

4. [K, A]=0.

Proof. Without loss of generality, we assume A=e. Define k,r, n:C*—C* as

k(a)= ol r(a)=la|, n(a)= o
Consequently, with the terminology introduced just before Lemma 2.4, define the
linear maps K=¢y, R=¢, and N=¢,°¢ on gc. By Lemma 2.4, since the function
k, r and n are multiplicative and they commute with the complex conjugation,
then K, R, N €Autc(ge)NAut(g) and they commute with each other and with ¢.
Moreover, K is diagonalizable and o(K)CS!.
Since r is a positive function, then we consider

A= Ploger, SO that R= e,
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We claim that A€Der(g). First, since log(r(@))=log(r(a)), for all a€C, then A(g)C
g. Second, if v="_ v, and W= wq, where vy, w, €EZ, then [va,wB}GEiﬂ by
Lemma 2.2 and thus

A, wj= " log(|af])[va,ws]
a,B€0($)

= Y [og(lal)va, ws]+[va, log(|B])ws)
a,B€0(¢)
= [Av, w]+[v, Aw).
Therefore A€Der(g), as claimed.

Notice that N=Id+% with ¢ nilpotent linear map on gc. Indeed, if v, € E?,
then there is meN such that

a™(N—=1d)"vq =™ (¢n 0 p—1d)" v = (¢p—ald)™v, =0.

Since a#0 because ¢ is injective, then (¢,o¢—Id)™v,=0. Since the number of
non-trivial generalized eigenspaces of ¢ is finite, there is meN with (N —Id)™=0.
Since % is nilpotent, then

m k+1
D :=log(N)=log(Id+v) = Z
=

=

is well defined and nilpotent, with e” =N € Autc(gc). By Lemma 7.1, D€Derc(gc).
Since N(g)=g, then ¢(g)Cg and thus D(g)Cg. Therefore, D€Der(g). Since
N(E2)CFE?, then ¢)(E$)CE? and therefore D(E2)CE?. Since A is diagonal on
each generalized eigenspace, then [A, D]=0.
Finally, notice that ¢=K RN and that

RN = eAeD eATD,

Since D is nilpotent, A is diagonalizable, and [A, D]=0, then o(A+D)=c(A)CR.
Finally, on the one hand [A, K]=[A, ¢x]=0; On the other hand, [D, K]=0 because
of 0=[N, K]=[ld+¢, K|]=[¢, K] and the formula defining D. So, the lemma is
proven with A=A+D. O

7.2. Proof of Theorem 1.3

Theorem 1.3 follows from Lemma 4.8 and the following Lemma 7.3.

Lemma 7.3. Let (G,d,0,\) be a self-similar metric Lie group. Then there are
KeAut(g) diagonalizable with o(K)CS', A€Der(g) with o(A)C[1,00) such that
[K,A]=0, 6=K\X* and there is an A-homogeneous distance on G for which & is
still a dilation of factor .
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Proof. After Theorem 4.4, we can identify G and g via the exponential map.
With this identification, §=0,.. Let AcDer(g) and K €Aut(g) as in Lemma 7.2 with
¢=46. Since K is diagonalizable, o(K)CS' and [A, K]=0, then the closure # of
the group generated by K is a compact subgroup of Aut(g) and §.# 0~ '=.#. By
Lemma 4.7, there is an admissible distance d’ on G such that § is a dilation of factor
A and K is an isometry of d’. It follows that A\* is a dilation of factor A (remember
that X is fixed).

Define d”:GxG— |0, +0o0] as

d/ A A
d”(x,y)sup{—(/i T, 1Y) :,u>0}.
i

We claim that, in fact,

A, uA
(7.2) d”(m,y)—max{w :,ue[l,)\}}.

Indeed, if p>0 then there are k€Z and r€[0,1] such that pu=A*\". Hence

Atz pty) _ d,(()‘T)A;;(AT)Ay), where A" €1, A]. Moreover, since [1, A] is compact and

o
d' (utz,pty)

= is continuous, the supremum is a maximum.

We now claim that d” is an A-homogeneous distance on G. It is clear that d” is
left-invariant and that, for every p>0 and z,y€G, we have d”(px, p*y)=pd” (z,y).
Moreover, from (7.2) we get that d”(z,y)<oo and that d’(z,y) >0 whenever z#y.
So, we are left to show the triangular inequality. Let z,y,z€G. Then there is
weE[1, A] such that d”(x, Z):W' We conclude that
d'(pha, p'z) < d(pha, pty)  d'(ply, uz) <

7 7 [

d"(w,2) = z,y)+d"(y, 2).
Therefore, d” is an A-homogeneous distance on G. Finally, since [K, A]=0, then
[K, u]=0 for all 4>0. Thus K is still an isometry for d”, and §=K\* is also a
dilation of factor A for d’. O

7.3. Proof of Theorem 1.4

In the hypothesis of Theorem 1.4. (i), (G,d,d,A) is a self-similar metric Lie
group. From Theorem 4.4 we get that GG is connected simply connected and the
eigenvalues of J, have modulus smaller than or equal to A if A<1, or greater than
or equal to A if A>1.

Let A and K as in Lemma 7.3 with §,=K\“. From Theorem 1.2 we get that
A is C-diagonalizable on V;(A4). From Theorem 4.4. ((vi)) we also get that V3 (A4)=
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Vi(A, d.), and thus A is diagonalizable on Vi (), d.). Since also K is diagonalizable
and [K,e?]=0, then ¢ is also diagonalizable on V; (), d.).

This shows that (i) implies (ii) in Theorem 1.4.

Suppose now we are in the hypothesis of Theorem 1.4. (ii). Let K and A as
in Lemma 7.2 so that §,=K\*, i.e., M=K~16,. Since [K, A]=0, then [K,J.]=0.
Therefore, since K is diagonalizable and 4, is diagonalizable on V4, then A is also
diagonalizable on Vj*. From Theorem 1.2 we get that there is an A-homogeneous
distance d on G. Since K is diagonalizable, o(K)CS! and [A, K]=0, then the closure
A of the group generated by K is a compact subgroup of Aut(g) and 6.# 6 t=.7".
Hence, by Lemma 4.7, we can assume that K is an isometry for d and thus 0 is also
a dilation of factor A for d.

7.4. Proof of Theorem 1.5

If (X,d) is a locally compact, isometrically homogeneous and homothetic met-
ric space, then it is connected by [17, Proposition 3.7]. We apply [5], see also
Theorem 4.2, to obtain that (X,d) is isometric to a self-similar metric Lie group
(G,d,d,)\). In particular, the space (G,d) is a homothetic nilpotent metric Lie
group, by Theorem 4.4. Then Proposition 4.5 completes the existence statement of
Theorem 1.5. The uniqueness of the group structure G follows from [16], where it
is proven that isometries of nilpotent Lie groups are Lie group isomorphisms.

7.5. Reductions to real spectrum cases

We finish off with two results that are one complementary to the other. We first
show that, when the spectrum of A is in the line 14¢R, the only A-homogeneous
metric spaces are Banach spaces. In other words, any A-homogeneous distance is
also Id-homogeneous, where Id is the real diagonal of A. We then show that, beyond
this case, it is possible to find examples where such a reduction to the real spectrum
is not possible.

Proposition 7.4. Let A be a derivation on the Lie algebra of a Lie group G
such that Vi*=g. Then A-homogeneous distances are vector norms.

Proof. Let d be a A-homogeneous distance on G. Then, G is Abelian and
simply connected by Theorem 1.2, hence the exponential map exp:g—G is a Lie
group isomorphism. We need to show that

(7.3) d(0,A\p) =Ad(0,p) VA>0, peq.

We fix a norm ||-]| on g and the corresponding operator norm on linear operators.
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By Theorem 1.2 again, A is diagonalizable on the complex numbers. Hence,
with the notation of Corollary 2.6, Ag=Id and Ax=0. Hence, & ={\"1\4} 5, is
a compact subgroup of Aut(g). It follows that there is a sequence Ay —0% such that

Jim. A =1d.

Fix peG and A>0. Since A\; is an infinitesimal positive sequence, for every
>0 there is a function

pe:N— {0t MM —1d] <&}
such that A=> ", pe(j). Define p.:=3, p=(7)4p. Notice the following two facts:

First,

d(0,p2) <Y d(0,p(5)*p) =D _ pe()d(0, p) = (0, p).
JjEN JjEN

Second,

lpe=Apll =Y p() 2= p(ip|| <D |- (1)* = p=()1d]| |17

JEN jeN jeN
= pe(i) lpe () pe () =1d]| [Ip]l < Ae]lpl.
jeEN

Therefore, g.— Ap as e—0 and, by the continuity of d,

(7.4) d(0, Ap) < Ad(0,p).

Finally, since (7.4) holds for arbitrary A>0 and peR", we have also
d(0, Ap) < Ad(0,p) = Ad(0,A7" (Ap)) < d(0, Ap).

This shows (7.3) and thus completes the proof. [

Proposition 7.5. There is a locally compact, isometrically homogeneous and
homothetic metric space that is not isometric to any A-homogeneous distance for A
with real spectrum.

Proof. Let (X,d) be the metric space described in Example 5.2. Recall that d
is an admissible left-invariant distance on X =R2.

Let Py and Iy be the Lie groups of dilations and isometries, respectively, of
(R2,d) fixing (0,0), and let py and iy be their Lie algebras. Since R? is nilpotent,
we have 1o CpoCgl(2).

Recall that d is A-homogeneous with A:= (f ’21 ), that is A€pg. The spectrum
of Ais {244}. Suppose that d were also A’-homogeneous for some A’ with real
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spectrum, i.e., A’€pg. Therefore, since A and A’ would be linearly independent
and since, by Proposition 4.5, we have dim(pg)=dim(ip)+1, then dim(ip)>0, i.e.,
there would be Jegl(R?)\{0} such that t—e’/ were a one-parameter group of
isometries of (R?, d) fixing the origin (0, 0).

Now, if B is the unit ball of d with center (0, 0), as we defined it in Example 5.2,
then ¢!/ B=B for all tcR. However, the only one-parameter subgroup of GL(IR?)
that fixes B is the trivial group {Id}. Thus J=0, which is a contradiction. O

7.6. Proof of Theorem 1.6

Let X be a metric space with a doubling measure p such that for p-a.e. pe
X there is a unique tangent G, to X at p. As it has been proved in [17] (see
especially Section 3.4 therein), for p-a.e. p€ X, the space G), is a locally compact,
isometrically homogeneous, and homothetic metric space. The conclusion follows
from Theorem 1.5.
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