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Abstract
In collaborative learning situations, monitoring is needed to maintain common progress
toward shared goals. The present study aimed to analyze group-level monitoring events,
as well as groups’ reactions to these events, to identify instances of adaptive regulation
and maladaptive behavior. Three dimensions of monitoring events were qualitatively
coded from video data: the monitoring target, valence, and phase, which provided insight
into identifying critical moments during the collaborative process when regulation is
needed. By looking at what kind of monitoring the groups engaged in, and how the
groups progressed after the need for regulation arose, different types of adaptive regula-
tion and maladaptive behavior were distinguished. In addition, group-level physiological
state transitions in the heart rate were explored to see whether changes in regulation
(adaptive regulation and maladaptive behavior) were reflected in the state transitions.
Nine groups of three students each participated in a collaborative exam for an advanced
high school physics course, during which video and heart rate data were collected. The
results showed that on-track sequences were the most common, followed by adaptive
sequences. The temporality of these sequences was examined, and four categories of
group progress are described with case examples. A correlation analysis showed that
physiological state transitions were positively correlated with on-track sequences. The
opportunities and limitations of using three dimensions of monitoring and heart-rate
based physiological state transitions to study adaptive regulation are discussed.
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Introduction

It is known that collaborative learning is not a straightforward process. Various challenges arise
during collaboration (Kreijns et al. 2013), and group members must recognize these situated
challenges as they arise during the learning process (Koivuniemi et al. 2018). To solve
recognized challenges (cognitive, motivational, emotional, and social) together, group mem-
bers are required to regulate their learning (Hadwin et al. 2018b). However, researchers have
shown that groups need support in effectively regulating their learning (Järvelä and Hadwin
2013). Technological tools aimed at supporting students’ awareness of emotional, motivation-
al, and cognitive challenges have been developed (Azevedo and Witherspoon 2009; Järvelä
et al. 2015; Järvenoja and Järvelä 2009; Malmberg et al. 2010), which might affect the
strategies groups use later during collaboration (Kreijns et al. 2003). Recently, interest in
producing adaptive support for collaborative learning has increased: However, for face-to-face
scenarios, this support requires a better understanding of the regulatory processes underlying
collaboration, to deliver the support when it is needed (Noroozi et al. 2018; Rummel et al.
2016). This study builds on the socially shared regulation of learning (SSRL) framework,
which can provide essential guidelines for detecting and responding to challenges in a
collaborative learning situation.

SSRL has been identified as an important prerequisite for successful collaborative learning
(Khosa and Volet 2014). This process involves setting a joint goal, monitoring progress toward
that goal and regulating the learning process by making adjustments to cognitive, emotional,
motivational and behavioral states as needed (Hadwin et al. 2018b). When individuals face a
challenge, they recognize the need for regulation through monitoring, which in optimal
situations, is followed by strategic and adaptive regulation (Hadwin et al. 2018a). Winne
(2010) described the regulated learning process in terms of an IF-THEN contingency: If
monitoring reveals a problem, then metacognitive control is triggered. However, students
often do not recognize a need for regulation, or they fail to regulate their learning (Winne et al.
2017), which is a sign of maladaptive behavior. If monitoring shows that the group is
progressing toward their goal (i.e., they are on track), then there is no need to regulate their
learning. Recognizing challenges and verbalizing the need for regulation through shared
monitoring sets the stage for shared regulation to occur.

SSRL (Hadwin et al. 2018b) describes the process of regulation as a cyclical loop
consisting of weakly sequenced phases, which are recursive; that is, the products of one
phase inform the standards of the next. However, studies that empirically identified a
need for regulation and the following instances of adaptive regulation and maladaptive
behavior in a learning process are scarce (Bakhtiar et al. 2017; Binbasaran Tuysuzoglu
and Greene 2014; Pieschl et al. 2012). For educators to offer timely support, it is
necessary to recognize these critical moments when they occur, and it is necessary to
understand when students engage in adaptive regulation or maladaptive behavior fol-
lowing the monitoring instances that occur during critical moments. The problem,
however, is that regulatory processes during learning are not easy to capture, as they
are internal, metacognitive processes. Due to technological developments, the field has
recently advanced in using physiological measures to detect group-level regulatory
processes (Haataja et al. 2018; Järvelä et al. 2019; Malmberg et al. 2018; Pijeira-Díaz
et al. 2019).

The present study investigated how sequences of different monitoring events and groups’
reactions to the sequences can indicate adaptive regulation or maladaptive behavior, and how
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these sequences are related to group-level physiological states discovered by vector quantiza-
tion of heart rate data (Gersho and Gray 1991). The contribution of the study is that first, it
empirically identified instances of groups’ need for regulation and second, provided an
empirical framework based on the theory for how to identify adaptive regulation or maladap-
tive behavior from the process data. Third, the study investigated the relation between shifts in
group metacognitive activity marked by monitoring and transitions in group-level physiolog-
ical states.

Theoretical framework

The self-regulated learning (SRL) framework proposes that successful learners monitor and
regulate learning content and the processes they apply to the content when pursuing their
learning goals and enhancing their knowledge (Winne 2019). Simply put, self-regulating
students deliberately look for the most appropriate means to learn better and achieve more
(Winne 2010). Winne and Hadwin’s (1998) model of SRL explains how learners cyclically
and recursively adapt their regulation through four loosely sequenced phases (Winne and
Hadwin 1998). In Phase 1 (task understanding) learners create a cognitive, motivational, and
emotional profile of the learning task and its surrounding environment. In Phase 2 (goals and
planning), learners decide on the goals and make plans about how to achieve them. In Phase 3
(task enactment), learners apply tactics and strategies to reach their goals and update their
strategies as the learning unfolds. In Phase 4 (reflection and adaptation), learners reflect on the
features of the previous phases and consider updating products from the previous phases or
their underlying beliefs.

In each phase of regulated learning, there is an interplay between cognitive, motiva-
tional and affective processes. In the MASRL model, Efklides (2011) describes in details
how different layers of metacognition (i.e. metacognitive experiences, metacognitive
knowledge), cognition and affect interact as the learner executes the task at the person
level and at the person - task level. However, learning does not happen in isolation, but
rather through social interaction and either one of previously mentioned models do not
take account the social context. When learning in groups, regulation happens both on an
individual (SRL) and on a group level (socially-shared regulation of learning, SSRL). In
this study, regulation of learning is viewed from theoretical framework of SSRL (Hadwin
et al. 2018b) which is built on Winne and Hadwin’s 1998 SRL model. An increasing
number of empirical studies have shown that groups that engage in SSRL often outper-
form those that do not (Järvelä et al. 2013; Zheng et al. 2019). When engaging in either in
SSRL, learners negotiate a common perception of the task, set shared goals and standards,
and choose strategies that support the attainment of the shared goals (Hadwin et al.
2018b). During such processes, learners need to continuously be aware whether the group
is progressing using their metacognition. Metacognition is comprised of two main pro-
cesses: monitoring and control (Nelson and Narens 1994). Metacognitive monitoring is a
central process in both SRL and SSRL (Hadwin et al. 2018b). This is because monitoring
evaluates the ongoing learning performance and informs learners about the necessary
actions to be taken in order to reach a specific performance outcome or criteria (de Bruin
and van Gog 2012). Such information provided by monitoring facilitates the
metacognitive control processes that guide the self- and shared regulatory processes
during learning. In this regard, it can be concluded that monitoring fuels SRL and SSRL
in collaborative learning.
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Importance of monitoring in regulated learning

Models of self- and socially shared regulation of learning consider metacognitive monitoring
and control as critical processes that predict learning outcomes (Hadwin et al. 2018a; Winne
and Hadwin 1998; Zimmerman 2013). Previous empirical research examined monitoring and
strategy use separately. However, recently interest in exploring how these processes interact
with each other during the learning process has been growing (Ben-Eliyahu and Bernacki
2015; Binbasaran Tuysuzoglu and Greene 2014; Deekens et al. 2018).

Previous research on monitoring focused, for example, on monitoring accuracy (Thiede
et al. 2009), although educational researchers considered monitoring in a broader sense,
including different types of monitoring, in their studies, such as monitoring of goals (Harkin
et al. 2016), strategy use (Deekens et al. 2018), and motivation and emotions (Griffin et al.
2013; Wolters 2003). That is, monitoring has a broad focus, especially in the context of SRL
and SSRL.

Monitoring is central for regulation. For example, Deekens et al. (2018) found that students
who enacted deeper strategies also monitored their learning more frequently, resulting in better
performance. Binbasaran Tuysuzoglu and Greene (2014) studied the relationship between
metacognitive monitoring and control in a hypermedia learning environment. They differen-
tiated between adaptive use of strategy (change in the use of strategies) and static use of
strategy, after verbalized monitoring. The authors found that learners’ adaptive use of strategy
is positively related to learning, and concluded that learners rely on monitoring to regulate
subsequent learning activities. Zhou (2013) used traces from an online learning environment to
analyze patterns of self-regulatory activities, and found that mastery-approach-dominant
students revisit the task instructions after a series of actions related to task enactment
(searching, selecting, and accessing information).

Although monitoring is a mental process, collaborative learning situations require learners
not only verbalize their own mental monitoring process but also control the learning processes
through interaction. For example, Fransen et al. (2011) argued that communicating and
coordinating group actions play a crucial role during the collaborative process. This commu-
nication is important for SSRL, if there is a need, for example, to negotiate the use of the
strategies to ensure progress toward shared goals. The transactivity of the discourse, that is,
reacting to and building on each other’s ideas, has been linked with a positive influence on the
outcomes of the collaboration (Noroozi et al. 2013). Previous research showed that social
interaction is necessary to successfully overcome challenges (Kreijns et al. 2013), and ignoring
challenges can affect the general work atmosphere, and cause unequal participation
(Koivuniemi et al. 2018).

Valence of monitoring, adaptive regulation, and maladaptive behavior

According to the SSRL framework, monitoring can occur during all phases of learning (task
definition, goals and planning, task enactment, or reflection), and can be directed at cognition,
motivation, emotion or behavior, (Hadwin et al. 2018a). When monitoring reveals a mismatch
between the standards set and the current product, it signals a need for regulation of learning
(Winne and Hadwin 1998). However, not all monitoring events reveal a mismatch; sometimes,
monitoring shows that the group is progressing toward their goal. For this reason, Azevedo
(2009) suggested considering the valence of monitoring statements (positive: we are making
progress, vs. negative: this is not correct), to be able to gain insight into the feedback loops
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between monitoring and control. The valence of monitoring can reveal whether the group is
“on track” or faces challenges. Specifically, monitoring events with negative valence can be
considered critical moments for the development of adaptive or maladaptive strategy use
(Azevedo et al. 2010). Negative valence can signal either that the group is off-track or that the
group is facing a challenge, which requires further action.

After monitoring events with negative valence (i.e., a revealed need for regulation), learners
can use the information gained to strategically control their learning (Winne and Hadwin
1998), either through making adjustments to enacted strategies or by strategically adapting
their task perceptions and plans. However, in some cases, learners fail to do so, and engage in
maladaptive behavior instead (Järvelä and Hadwin 2013). Examples of maladaptive behavior
include failing to interact productively in groups (Barron 2003; Janssen et al. 2010), using
static strategies after negative judgments of learning (Binbasaran Tuysuzoglu and Greene
2014), not establishing shared goals and standards (Kwon et al. 2014), and ignoring experi-
enced challenges (Koivuniemi et al. 2018).

Previous researchers explored the adaptivity of learning processes through off-line mea-
sures, such as self-reports (Martin 2007) or surveys used to measure goals and goal structures
(Anderman and Midgley 2002). Recent studies used process-oriented methods, aiming to
capture adaptive regulation as it happens. For example, Malmberg et al. (2013) investigated
how high- and low-achieving students’ cognitive learning patterns differ in challenging
learning situations. The results showed that the typical cognitive learning pattern of low-
achieving students ended with labeling information “I don’t know,” whereas high-achieving
students’ learning patterns revealed the use of deep cognitive strategies. In this case, the low-
achieving students exhibited maladaptive behavior, whereas the high-achieving students
showed strategic adaptations, despite the challenges. Kwon et al. (2014) explored social
interactions of six collaborating groups during an undergraduate online course. They analyzed
group regulation patterns, and considered it adaptive group regulatory behavior when groups
strategically coordinated their work, scheduled in advance and engaged in group level
monitoring.

Su et al. (2018) investigated language learners’ regulatory behaviors in a computer sup-
ported collaborative learning context. Participants completed wiki-supported collaborative
reading activities in the context of learning English as a foreign language over a semester.
Sequential analysis of the students’ chat logs revealed that high-performing groups showed a
pattern of content monitoring, organizing, and process monitoring, which the authors consid-
ered a sign of adapting group regulation processes. Low-performing groups showed a pattern
of organizing after organizing, a sign of limited regulatory skills.

Besides process-oriented methods, there are also novel data sources that can be used to
study regulation in collaborative learning: in a special issue focusing on promoting and
researching adaptive regulation in computer-supported collaborative learning, Winne (2015)
summarized the direction of the field, and pointed to the importance of using novel methods
and data sources to trace and identify shifts in metacognitive activity, as collaboration evolves
over time.

Multimodal data channels for detecting and measuring regulatory processes

In recent years, interest in using multimodal data, such as psychophysiological measures
combined with video data, to investigate learning processes in collaborative learning has
increased (Ahonen et al. 2018; Haataja et al. 2018; Pijeira-Díaz et al. 2019). This increase is
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due to the complex, cyclical, and partly invisible nature of regulation processes. Azevedo
(2015) pointed out that if we want to understand cognitive, motivational or emotional, and
behavioral changes in regulation as they occur, there is no single data channel that can reliably
capture them all.

Previous research has used various data combinations in an attempt to capture aspects of
regulated learning, such as log data and facial recognition data (Taub et al. 2019), eye tracking
and log data (e.g. Mudrick et al. 2018), self-reports and physiological data (Pijeira-Díaz et al.
2018). The present study is based on our previous work investigating the temporality of SSRL
processes detected from video data and their relationship to physiological indexes (Haataja
et al. 2018; Järvelä et al. 2019; Malmberg et al. 2018; Pijeira-Díaz et al. 2019).

When studying group processes, previous empirical studies investigated the relationship
between physiological arousal and the level of interaction (Malmberg et al. 2018), physiolog-
ical synchrony and monitoring (Dindar et al. 2019; Haataja et al. 2018), and physiological
synchrony and small-scale adaptation (Sobocinski et al. 2019). Haataja et al. (2018) found a
connection between the monitoring frequency and the physiological synchrony of high school
students solving a task related to nutrition, and concluded that physiological synchrony has the
potential to reveal shared regulation processes. Physiological synchrony is an established
method for looking at group level physiological signals (e.g. Elkins et al. 2009; Haataja
et al. 2018; Montague et al. 2014; Pijeira-Díaz et al. 2016; Strang et al. 2014), however, it
only provides information about when group members are in synchrony, while leaving a
significant portion of the data (where there is no synchrony) unaccounted for. In order to
overcome this limitation, Pijeira-Diaz et al. (2019) looked at when learners were in high
arousal state during collaboration, and how the high arousal state “spread” across the group.
He found that students were in a high-arousal state at the same time just 4 % of the time they
collaborated.

However, the above mentioned studies did not examine how monitoring sequences can
used as an indicator of adaptive regulation, and how this regulation is related to shifts in group-
level physiological states. Viewing a collaborative group as a dynamic system opens up an
array of analytical methods that can potentially extend our understanding of how different
regulatory processes are connected with each other and with the physiological data gathered
from the group (Hilpert and Marchand 2018). Focusing on the temporality of shifts in
metacognitive activity combined with transitions in group-level physiology can provide a
gateway to study adaptation in SSRL as it unfolds. The aim of this study was to find a method
that allows us to detect subtle, but significant, changes in the heart rate values of the three
students. Treating the collaborating group as a dynamic system, it was possible to compress the
information from the three heart rate data streams, and examine what states the system
underwent, and how much time each group spent in each state.

Aim

The aim of the study was to investigate monitoring events, in order to identify instances of
adaptive regulation and maladaptive behavior. In addition, group-level physiological state
transitions in the heart rate were explored to see whether changes in regulation (adaptive
regulation and maladaptive behavior) were reflected in the state transitions. The following
questions guided the research: (RQ1) What kind of monitoring, in terms of target, valence, and
phase appears during the collaboration, and to what extent do groups react to the different
types of monitoring? (RQ2.1) How do maladaptive, adaptive, and on-track sequences occur
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during collaboration? (RQ2.2) What is the relation between adaptive and maladaptive se-
quences in groups’ physiological state transitions?

Method

Participants

The participants (N = 31, age 16–17 years, 8 female and 23 male) were high school students
enrolled in an advanced high school physics course in a school in Northern Finland. The
course was not compulsory, and it required students to have completed two other physics
courses. All participants were informed about the details of the data collection, and were told
that participation would not affect their grade in any way, and that they could revoke their
consent at any time during the data collection. All students gave their written consent to
participate in the study.

Throughout the course, students worked collaboratively in groups of three (one group of
four). The students remained in the same groups throughout the course. The collaborating
groups were formulated based on heterogeneity of learning regulation profiles for the sake of
between-team comparability. Students were asked to fill out the cognitive and metacognitive
strategies section of the Motivated Strategies for Learning Questionnaire (MSLQ) question-
naire (Pintrich et al. 1991) as a measure of their learning profile. Based on the students’
questionnaire score, they were categorized into three self-regulation groups: low (M= 114.5,
SD =12.3), middle (M = 140.7, SD = 5.5), and high (M = 161.8, SD = 11.2). Each group
included one student from each category.

At the end of the course, students had to take an exam that had two parts: an individual part
and a collaborative part. This study focused on the collaborative exam. The exam was a higher
stake situation than the lessons, and it was assumed that more instances of monitoring would
occur during the collaborative exam situation. This is because students had to deliver a group
product with the best possible quality, and within a specific duration in order to succeed in the
course. Thus, a high interdependency and collaboration among the group members was
expected during the exam. The task was to determine the refractive index of light for water
using the standard equipment provided for each lesson that included necessary and unneces-
sary items (laser, a container for the water, an angle measure, and various prisms and lenses).
Students were allowed to use a reference book that contained formulas and standard values,
including the refractive index of light for water. The requirement was to prepare a report of
their experiment that included a drawing and a description of the setup, the formula used and
calculations made, the final result, and an evaluation of this result. The teacher assessed these
reports, and all groups received scores between 5.0 and 5.5 out of a possible 6.0.

Data collection

Video data were collected from the collaborative exam, which lasted for an hour. The students
were allowed to leave early. The exam consisted of students arriving, taking out their iPads,
getting into groups, and doing the collaborative task. For the purpose of this study, only the
actual collaboration was analyzed. After a quality check, one group’s data had to be discarded
because of faulty audio. From the nine remaining groups, a total of 5 h 14 min 46 s of video
data was analyzed (M = 34 min 58 s, SD= 16 min 7 s).
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For collecting physiological data, Empatica S4 bracelets were used on nine students (three
randomly chosen groups). This was due to the fact that there were not enough bracelets for all
the students. The other students were fitted with similar-looking “dummy” bracelets to avoid
students feeling singled out. Students were fitted the bracelets at the beginning of the session,
and were informed that they could be taken off if they were uncomfortable. In this study, we
used the heart rate measurements collected by the Empatica bracelets from the three groups
equipped with them.

Video data analysis

The video data analysis was completed in two stages. In stage one, monitoring instances were
identified based on utterances. The mean duration of monitoring was 13 s (SD = 21 s). Three
dimensions of monitoring were coded from the identified monitoring instances: target (cogni-
tion, motivation, emotion, behavior), valence (positive or negative), and phase in which
monitoring occurs (task definition, goals and planning, task enactment, or reflection). Next,
the reaction (or lack of) that immediately followed the monitoring instances was marked.
Fig. 1 presents a diagram of the coding categories related to monitoring from stage one. It
should be noted that no off-task behavior was found in the data as the task was in an exam
situation with a time limit.

As the video data used in this study were a subset of a larger study, reliability coding was
performed, taking into account the whole data set. Twenty percent of the identified monitoring
episodes were randomly chosen to be coded by the second coder, who was given the coding
manual. For the target of monitoring, a good agreement was achieved (McHugh 2012),
Cohen’s κ = .74. For the valence of monitoring, the agreement was moderate (Cohen’s κ =
0.69), as well as for phase of monitoring (Cohen’s κ = 0.68). The reaction after these
monitoring episodes was also coded by the second coder, resulting in Cohen’s κ = 0.67. The
discrepancies were discussed and the definitions of coding categories were negotiated until
consensus was reached, and the data was recoded to reflect the complete agreement.

Phase

•Task understanding
•Goals and planning
•Task enactment
•Reflec�on and 

adapta�on

Target
•Cogni�on
•Mo�va�on
•Emo�on
•Behavior

Valence
•Posi�ve
•Nega�ve
•No valence

Monitoring

Fig. 1 Diagram of the coding categories of monitoring events
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First, monitoring instance was identified, the monitoring target was coded based on the
criteria presented in Table 1. In the next stages of analysis, monitoring emotion and monitoring
motivation were combined into one category because of their low frequency.

Second, because regulation is a cyclical feedback loop, the regulated learning phase in
which monitoring occurred (task definition, goals and planning, task enactment, or reflection),
was coded, based on Winne and Hadwin’s (1998) model, using Winne’s (2011) detailed
descriptions of the phases. The main criteria and examples are presented in Table 2.

Third, valence was identified. The concept of valence of monitoring is based on Azevedo
(2009). Valence was coded for monitoring cognition and motivation or emotion; monitoring
behavior was considered not to have valence. For monitoring cognition, negative valence was
assigned for negative judgments of learning, as well as monitoring cognition that revealed
uncertainty (“I don’t know how we could do this”), feeling of difficulty (“If we are really
supposed to do it like this, it’s going to be really hard”), or that the outcome or progress did not
match the goals (“Our value is way off”). Monitoring cognition with positive valence was
identified when students recognized progress, or assessed the outcome as correct (“That value
is close enough!”). For monitoring motivation or emotion, negative valence was assigned if the
statement expressed negative feelings (“This blows!”) or motivational states (“I just can’t
anymore…”), as opposed to positive feelings (“I’m psyched!”) or positive attitudes (“I think
our group will do great!”).

Table 1 Description of Coding Categories for the Targets of the Monitoring Episodes

Code Description Examples

Monitoring cognition Monitoring task understanding,
previous
knowledge, task product, content
understanding, or procedural
knowledge

I’m not sure how we are supposed
to do this.

We at least know from previous
lessons that the speed of light
won’t change.

I have no idea what I’m now doing.
How we are supposed to use the

formula here?
Is this result in a reasonable range?
Are we still adding something, or

do you think this is ready?
I’m not sure what critical angle

means?
This should work according to

the same principle as earlier.
Monitoring

motivation
Student monitors the current trend in

motivation, includes monitoring
volition and self-efficacy

Who is willing to draw this?
Our motivation is on a good track.
I really would not want to do this.
I’m so bad at drawing. Who can do this?

Monitoring emotion Monitoring emotional state My feelings are good! Let’s start!
These microphones make me annoyed…
This is exciting!

Monitoring behavior Monitoring task-related behavior,
resources needed for the task and
task progression

Have you all now read the whole paragraph?
I wonder if this is a good place for this laser
Is someone writing up our results?
Do we have all the equipment needed?
How much time do we have left?
We still have three tasks to do.
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Next, after each monitoring event, the group reaction was coded. If the group acknowl-
edged the monitoring by further discussing it, or by responding to it (such as “aha”, “hmm...”,
“yes”), the response was coded as a reaction. If the group continued the discussion while
ignoring the monitoring, the behavior was considered a lack of reaction.

In the second stage of video coding, on-track, adaptive and maladaptive sequences were
identified based on the type of monitoring that occurred (target, valence, phase), and the
group’s reaction or lack of reaction to it. In the following, the criteria for identifying these
sequences are presented, along with examples illustrating how each type of sequence was
coded based on the monitoring and reaction codes.

On-track sequences

The monitoring events with positive valence revealed no need for regulation in this study, so
they were considered to signal that the group was on track. The monitoring behavior events
were not coded for valence, and were considered a sign that the group was on track, because it
was seen that they were enabling the coordinated functioning of the group. Table 3 shows two
examples of on-track sequences from the same group, from near the end of the work process.

Adaptive sequences

Sequences where monitoring events with negative valence were followed by a group reaction
were considered adaptive sequences. In Table 4, an example of data is presented, showing how
the adaptive sequence was coded based on monitoring events with negative valence and
reaction codes. In the example, the group is close to finishing a task, but they were concerned
about the accuracy of their results. All group members participated in the discussion, contin-
uously monitoring their cognition. Throughout the episode, they remained in the task enact-
ment phase.

Maladaptive sequences

When monitoring events with negative valence were not followed by a group reaction, they
were considered maladaptive. Table 5 presents an example of a maladaptive sequence,

Table 2 Description of Coding Categories for the Phases of the Monitoring Episodes

Code Description Examples

Task definition Forming or redefining So did we have to do this too?
task understanding Are we supposed to write this on paper?

Do we just have to find the value?
Goal setting and

planning
Defining an acceptable level of

achievement
Let’s just use trial and error until we get the

correct value.
Making concrete plans Our aim is to ace this.

How should we proceed with this?
Task enactment Evaluating the progress against the

standards set
Should we check if this is correct?
We already know that value.

while working on the task This isn’t working.
Reflection and

adaptation
Strategies and ways of working

evaluated
Well, we didn’t manage to finish everything.
This went easier than we expected!
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followed by an on-track sequence to illustrate how the group continued the collaboration while
ignoring a monitoring event with negative valence. In this situation, the group was close to
finishing the task. One student felt that their answer was not deep enough; however, the other
two students were eager to wrap it up. The group handed in the task 2 min after this interaction
occurred.

Heart rate data analysis

We also investigated how adaptation, a process aimed at changing group behavior, is reflected
in the groups’ physiological state transitions based on heart rate (HR) measurements collected
from each group member. Because the focus was on group-level processes, we considered the

Table 3 Example of On-track Sequences Coded in the Data

Sequence Monitoring or
Reaction

Monitoring
target

Monitoring
phase

Monitoring
valence

Group 5, 38:49–39:10

On-track Monitoring Cognition Task enactment Positive valence Student 1: So we have the
calculations, the steps,
and the arguments

On-track Monitoring Behavior Task enactment – Student 3: Should we have a
drawing as well?

Reaction Student 2: Yes! (starts drawing)

Table 4 Example of Adaptive Sequences Coded in the Data, Followed By an On-Track Sequence

Sequence Monitoring
or Reaction

Monitoring
target

Monitoring
phase

Monitoring
valence

Group 3, 22:53–23:27

Adaptive Monitoring Cognition Task
enactment

Negative
valence

Student 1: Should we evaluate the
correctness of the result? Like
what could cause the measurement
error?

Reaction Student 2: Yes, we could explain
more there...

Student 3 (at the same time): Put
there that we saw...

Student 2: Yes, that when we
pointed the laser in that
direction

Student 3: hmmm
Adaptive Monitoring Cognition Task

enactment
Negative

valence
Student 1: Ok, so I’ll write that...

did we calculate the refraction
rate of the water?

Reaction Student 2: Yes
Student 1: So, (writing...) The

result was...
Student 2: .329
Student 1: aha

On-track Monitoring Cognition Task
enactment

Positive
valence

Student 3: That’s actually a quite
accurate number, if we got .329

Reaction Student 1: That’s true... (Erasing)…
so maybe I just write that the
result was close to what we
expected
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group as a dynamical system characterized by the aggregated HR state of all the group
members. We focused on identifying essential group HR dynamics describing significant
changes in groups’ aggregated HR state (physiological state transitions).

In this study, the previously described task was approached using vector quantization (VQ)
(Gersho and Gray 1991). This technique allowed the reduction of the number of system states
and transitions between them, giving rise to delineable recurrent state patterns. Traditionally,
VQ has been used in information compression, for example, in audio signal processing (Gray
1984). In recent years, with the emerge of big data, vector quantization has been used, for
example, in analyzing timeline-based location information (Xu et al. 2019), or to group movie
frames with a visual vocabulary (Sivic and Zisserman 2003).

To represent the aggregated physiological state of the group, we collected each participant’s
HR into an ordered triplet; a three-dimensional vector having the HRs as its elements. As the
HR values varied continuously over time, the HR triplets traced out a three-dimensional
trajectory describing the state at each time instant. For each group, a state trajectory was
produced from the beginning to the end of the collaborative exam, as presented in fig. 2.

In order to identify significant changes in the continuously varying state, the HR triplet
values were discretized using VQ coalescing similar triplet values into a discrete state and
encoding major changes in the triplet values as transitions between those states. In other words,

Table 5 Example of a Maladaptive Sequence Coded in the Data, Followed By An On-Track Sequence

Sequence Monitoring
or Reaction

Monitoring
target

Monitoring
phase

Monitoring
valence

Group 1, 24:39–24:46

Maladaptive Monitoring Cognition Task
enactment

Negative
valence

Student 1: We might need
to write more arguments,
no?

No reaction

On-track Monitoring Behavior Task
enactment

– Student 2: Did we write our
names on the paper?

Reaction Student 3: Not yet (starts
writing the names…)

Fig. 2 HR values from three group members represented as a trajectory in a three-dimensional coordinate system
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all the possible discrete states were represented by centroid vectors that form a codebook. This
codebook was then used to associate each of the HR triplets with the closest centroid in the
three-dimensional space. The state transitions happen when the HR triplet changes enough for
the association to change to another centroid. The size of the codebook can be selected
appropriately to capture essential dynamics of the system. This leads to a tractable number
of possible states and state transitions instead of the infinite number of possible HR triplets and
their sequences, thus making state pattern analysis feasible. For the technical details of the
analysis see Appendix 1.

The last step of the analysis was combining the video data and the physiological state
transitions for the collaborative exam sessions that are the focus of this study. To see how the
physiological state transitions occurred temporally in terms of changes in regulation, we
created charts that illustrate how these state transitions aligned with adaptive, maladaptive,
and on-track sequences.

Results

(RQ1) what kind of monitoring, in terms of target, valence, phase appears
during the collaboration, and to what extent do the groups react to the different
types?

A total of 463 monitoring events were coded across the analyzed 9 groups. Monitoring
cognition was the most common event (n = 263), followed by monitoring behavior (n =
173). The least common events were monitoring motivation or emotion (n = 27), which
accounted for 5.83% of the total monitoring events. Considering the valence of the monitoring
events, the results show that there was an even distribution of positive and negative valence.
Only monitoring cognition and motivation or emotion were coded for valence; monitoring
behavior was considered to have no valence. This is due to the hands-on nature of the task, so
most of the monitoring behavior statements were related to positioning or use of the equip-
ment, and it was impossible to distinguish valence in those cases. Figure 3 shows the
frequency of the monitoring events for different targets (cognition, motivation or emotion,
and behavior) and valence (positive or negative). As for the phase of monitoring, most
monitoring events were coded during the task enactment phase (N = 345, 74.5%), in the task
definition phase 46 instance of monitoring were coded (9.9%), in the goals and planning phase
56 (12.1%), while in the adaptation and reflection phase 16 (3.46%) monitoring events were
identified.

Next, the reactions that followed the monitoring events were analyzed. A reaction from the
group followed 84.5% of all monitoring events. Table 6 presents how often monitoring events
with different targets (cognition, motivation or emotion, behavior) and valence (positive or
negative) were followed by a reaction.

(RQ2.1) how do maladaptive, adaptive, and on-track sequences occur
during collaboration?

Based on the valence of the monitoring event, and the group’s reaction to the event, three types
of sequences were defined: maladaptive, adaptive, and on-track. Maladaptive sequences were
scarce in the data (n = 17, f = 3.67%). Adaptive sequences were identified 132 times (f =
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28.5%). On-track sequences were the most common reactions (n = 313, f = 67.7%), as they
included monitoring events with positive valence and all instances of monitoring behavior. See
Table 7 for how these sequences were distributed among the groups.

To explore how these sequences of events occurred during collaboration, charts were
created for each group showing how they progressed during the collaboration (see Appendix
2). Next, the charts were visually inspected, and then categorized into four categories based on
the type of sequences that appeared, as well as the phase of regulated learning in which these
sequences occurred. Table 8 summarizes the frequencies of the sequences in each category.

The categories differed not only in the frequency of adaptive, maladaptive, and on-track
sequences but also in the distribution of the sequences across phases. Table 9 summarizes the
key features of each category. In the following, we present one case example from each
category.

Table 6 The Frequencies of Reactions to Monitoring Events Characterized by Target and Valence

Reaction No reaction

f % f %

Monitoring cognition 243 92.40% 20 7.60%
Negative 124 91.85% 11 8.15%
Positive 119 92.97% 9 7.03%
Monitoring emotion and motivation 19 70.37% 8 29.63%
Negative 8 57.14% 6 42.86%
Positive 11 84.62% 2 15.38%
Monitoring behavior 157 90.75% 16 9.25%

0 50 100 150 200 250 300

Monitoring cogni�on

Monitoring emo�on and mo�va�on

Monitoring behavior

Distribu�on of monitoring events for valence 
and target of monitoring 

Posi�ve Nega�ve N/A

Fig. 3 The distribution of the monitoring events and the monitoring targets
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Category 1 (two groups): Smooth sailing

This category contained two groups. These two groups completed the task the fastest (group 7:
14 min 41 s; group 9: 23 in 16 s), and had the lowest number of monitoring events in total;
95.12% of the identified sequences were on track. Figure 4 presents how one of the groups in
this category (group 7) progressed during their collaborative work.

The members of group 7 started their work by each looking at the task on their iPads. They
discussed what equipment they would need (the water cup and laser), and then they briefly
started setting up the equipment before agreeing that this seemed easier than they had thought
it would be (13:44). They briefly discussed which formula to use, and where to find it, and
then they moved onto measuring and calculating. During the task enactment, the target of the
monitoring events was judging the accuracy of their result (which they considered correct). At
13:50, they started reflecting on their work, saying that it looked complete and correct. They
decided, however, to do the calculation one more time just to be safe. Finally, they ended the
session by agreeing that now it was ready, and it “is beautiful”.

Table 7 Distribution of Maladaptive, Adaptive, and On-Track Sequences Between the Groups

Group Maladaptive sequences Adaptive sequences On-track sequences Total

f % f % f % n

1 1 1.79% 10 17.86% 45 80.36% 56
2 12 23.53% 39 76.47% 51
3 6 9.23% 23 35.38% 36 55.38% 65
4 2 2.82% 41 57.75% 28 39.44% 71
5 9 17.31% 43 82.69% 52
7 16 100.00% 16
8 4 6.15% 20 30.77% 41 63.08% 65
9 2 8.00% 23 92.00% 25
10 4 6.45% 15 24.19% 43 69.35% 62
Total 17 3.67% 132 28.51% 314 67.82% 463

Table 8 Distribution of Adaptive, Maladaptive, and On-Track Sequences Across Phases of Regulation in the
Four Identified Categories

Category 1 2 3 4

f % f % f % f %

Adaptive 2 4.88% 45 26.16% 24 21.05% 61 44.85%
Task definition 1 2.44% 10 5.81% 2 1.75% 4 2.94%
Goals and planning 1 0.58% 3 2.63% 1 0.74%
Task enactment 34 19.77% 18 15.79% 55 40.44%
Adaptation and reflection 1 2.44% 1 0.88% 1 0.74%
Maladaptive 7 4.07% 4 3.51% 6 4.41%
Task definition 1 0.58%
Task enactment 6 3.49% 4 3.51% 6 4.41%
On-track 39 95.12% 120 69.77% 86 75.44% 69 50.74%
Task definition 1 2.44% 20 11.63% 4 3.51% 3 2.21%
Goals and planning 7 17.07% 14 8.14% 20 17.54% 10 7.35%
Task enactment 24 58.54% 85 49.42% 60 52.63% 53 38.97%
Adaptation and reflection 7 17.07% 1 0.58% 2 1.75% 3 2.21%
Total 41 100.00% 172 100.00% 114 100.00% 136 100.00%
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Category 2 (three groups): What is our task again?

There were three groups in category 3, with an average task completion time of 25 min 3 s
(SD= 34 s). When all coded sequences in this category were considered, 18.02% occurred
during the task definition phase, compared to 9.94% in all the categories combined. Figure 5
shows how one of the groups in this category (group 2) progressed during their collaborative
work, and how they frequently returned to the task definition phase throughout the session.

This group spent their first 5 min (8:57–9:02) going back and forth between discussing
what was required for the task and setting up the equipment. At one point (9:01), they agreed
that if use of the laser was allowed, then the task would be easy. This was followed by the
group adjusting the lasers and performing different calculations. The peaks representing
adaptive sequences occurred when the monitoring cognition revealed a problem with the
calculation (e.g., at 9:07: “hmm...there is something wrong now”), which was followed by a
group discussion. At 9:08, they went back to the task definition again, and discussed what they
were supposed to write down, followed by 11 min of intense work, during which they went
over their thought process again, checked the calculations, and wrote them down on the paper.
At the end (9:22), they returned to the task definition, checked the requirements, and added a
few more things on the paper, before reading the task definition again and concluding that they
were done.

Table 9 Overview of Key Features of the Four Identified Categories

Category 1 Category 2 Category 3 Category 4

“Smooth sailing” “What is our task again?” “So, how should we
proceed?”

“What are we doing?”

• Shortest time to
complete task

• Sequences in the task
definition phase more
common than in all the
categories combined

• Sequences in the goals and
planning phase more
common than in all the
categories combined

• Longest time to
complete the task

• Highest frequency of
on-track sequences

• Least amount of
on-track sequences,
highest frequency of
adaptive regulation

• Lowest frequency of
monitoring events

• Groups returned to task
definition throughout the
session

• Groups returned to the goals
and planning phase
frequently throughout the
session

• Most sequences in the
task enactment phase

Fig. 4 Timeline of on-track, maladaptive, and adaptive sequences in different phases of regulation in group 7.
Straight lines represent on-track sequences. There are only on-track sequences in this example
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Category 3 (two groups): So, how should we proceed?

This category included two groups that can be characterized by returning to the goals and
planning phase frequently throughout the session, resulting in 20.17% of the coded sequences
being in this phase (compared to 12.1% in all the groups). This category had the longest task
completion time (group 5: 39 min 53 s; group 10: 36 min 10 s). Figure 6 shows the timeline of
group 10.

Group 10 started by briefly checking the task to see what equipment they needed, and then
they switched between discussing how to set up the equipment and setting it up. At 13:06, they
turned on the laser, and tried to turn it so that they saw the angle they needed. At 13:08, they
returned to planning, and decided that they also needed to start drawing the required picture of
the experimental setup. In the next 24 min (until 13:32), they struggled with deciding which
angle they needed to measure, and which formula to use for the calculations. They also
discussed whether they needed to take the plastic cup into account in the calculations.
Whenever they got a result, they compared it to the correct one, and realized that it was not
close enough, which was followed by renewed discussion about what to do differently. In this
group, the maladaptive sequences were the result of different group members monitoring their
negative emotions, which were ignored by the group. At 13:32, one of the group members
used the correct formula, and got the correct result, after which the group went back to reading
the task instructions to check if they had all the required parts on the paper. At the end, they
finished by reflecting on their work and their emotions.

Fig. 5 Timeline of on-track, maladaptive, and adaptive sequences in different phases of regulation in group 2.
Straight lines represent on-track sequences, and peaks represent adaptive regulation

Fig. 6 Timeline of on-track, maladaptive, and adaptive sequences in different phases of regulation in group 10.
Straight lines represent on-track sequences, peaks represent adaptive regulation, and small downward dips
represent maladaptive behavior
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Category 4 (two groups): What are we doing?

Groups in category 4 were characterized by frequently engaging in adaptive regulation during
the task enactment phase. These groups had the least amount of on-track behavior (50.74% of
all identified sequences), and the highest frequency of adaptive regulation (44.85%). Their task
completion time was close to the mean completion time across groups (group 4: 26 min 17 s;
group 8: 30 min, 9 s)). Figure 7 shows the timeline of group 4, who started their work by
briefly reading the task and summing it up together. Within 30 s, they moved on to the task
enactment phase, looking up formulas in the book and discussing which one to use.

The members of group 4 frequently expressed uncertainty about the chosen formulas,
which was followed by more browsing of the book and new calculations. At 9:13, they briefly
revised their plan, thinking that they should have done the measurements first without water in
the cup. After trying this way, they soon realized that they did not need to do that. They
returned to making hands-on adjustments to the laser, and trying to figure out why the result
they were getting was not correct. After some adjustments, the group tried the calculations
with new values, and they got a better result (9:16). They then read the task definition again
together, and checked whether there was something more to do. They wrote down the
calculations, often realizing that they needed to be more specific, and identified the angles
used in the calculations in the drawing as well. Finally, they concluded that their results were
accurate, read the task again, and then handed in their paper.

(RQ2.2) what is the relation between adaptive and maladaptive sequences
in the groups’ physiological state transitions?

The distribution of these sequences, as well as the frequency of the physiological state
transitions during the session, varied among the groups (Table 10).

To determine the relation between physiological state transitions and adaptive, maladaptive,
and on-track sequences, the frequency of these events was calculated for every minute for each
group, resulting in total of 79 min for the three groups for whom physiological state analysis
was available. Figure 8 illustrates a temporal comparison of the three groups, including the
adaptive, maladaptive, and on-track sequences, and the physiological state transitions, where
the occurrence of physiological state transitions is marked with a dot. These groups were

Fig. 7 Timeline of on-track, maladaptive, and adaptive sequences in different phases of regulation in group 10.
Straight lines represent on-track sequences, peaks represent adaptive regulation, and small downward dips
represent maladaptive behavior
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categorized to represent “What is our task again?” (groups 1 and 2) and “What are we doing?”
(group 4).

To assess the relationship between the number of physiological state transitions and the on-
track, adaptive, and maladaptive sequences, a Spearman’s rank-order correlation was run, as
the data were not normally distributed. There was a positive correlation between the physio-
logical state transitions and the on-track sequences (rs = .23, p = .041).

Table 10 Distribution of On-Track, Adaptive, and Maladaptive Behavior Sequences, and the Frequency of
Physiological State Transitions During the Session

Group Maladaptive Adaptive On-track Physiological state transition

1 1 10 45 21
2 0 12 39 17
4 2 41 28 7

Fig. 8 Frequency of physiological state transitions and adaptive and maladaptive sequences over the course of
the collaborative exam in two groups
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Discussion

The aim of this study was to investigate how monitoring sequences can indicate adaptive
regulation or maladaptive behavior, and how these sequences are related to group-level
physiological states. First, the types of monitoring used by the groups was described in terms
of the monitoring target and valence. The results indicated that monitoring cognition was the
most common, followed by monitoring behavior. Monitoring motivation or emotion were
scarce in the data. A similar finding was reported in the Koivuniemi et al. (2018) study that
explored students’ interpretation of challenges faced during collaboration, and found that
students were less likely to recognize motivational and emotional learning challenges. In the
present study context, the exam situation could also explain the lack of monitoring emotions.
During an exam situation, the primary goal is completing the task, and cognitive processes can
be used to regulate emotions (see the task-focusing processes in Schutz and Davis 2000).
Looking at the reaction of the group to monitoring events, monitoring cognition and behavior
were followed by a reaction in most cases. Although monitoring motivation or emotion were
scarce in the data, it is notable that this type of monitoring with negative valence had the lowest
reaction rate.

The valence of monitoring, and the reaction or lack of reaction to it, was used to determine
the adaptive, maladaptive, and on-track sequences. On-track sequences were found to be the
most common, followed by adaptive and maladaptive sequences. This result can be explained,
as all groups completed the task and received high grades, and adaptive regulation skills are
known to be linked with higher performance (Järvelä et al. 2013; J. Zheng et al. 2019).

Second, the temporality of adaptive, maladaptive, and on-track sequences occur during
collaboration, was analyzed. Using a data driven approach, results showed that the groups’
progress could be described as belonging to one of four categories. In the following we discuss
how they relate to previous findings. Groups in the first category (“smooth sailing”) had a high
percentage of on-track sequences progressing according to the self-regulated learning cycle,
and rarely returned to a previous phase. Returning to a previous phase is a way to update task
definition, goals, or plans if needed (Winne and Perry 2000). These groups did not have a need
to regulate their learning, as evidenced by the low frequency of monitoring events with
negative valence.

Groups in the second (“What is our task again?”) and third (“So how should we proceed?)
categories returned to the task definition or goals and planning phase. Returning to the task
definition or goals and planning phases can be interpreted as a sign of metacognitive
activation. This is in accordance with Sonnenberg and Bannert (2015), who found that groups
that receive metacognitive prompts engage in a higher number of regulation loops.

Groups in the fourth category (“What are we doing?”) stayed mostly in the task enactment
phase, where they exhibited a high frequency of adaptive sequences in response to monitoring
events with negative valence. Looking at behavioral patterns during collaborative learning,
Zheng and Yu (2016) found that high-achievement groups monitored and controlled their
group progress more often than low-achievement groups, and changed their behavior more
often.

In this study, the groups’ whole session could be categorized into one of the four categories,
as there was only one task and the task completion time was limited. It can be hypothesized
that if the task was more complex and had a longer completion time, one group could go
through sections of different categories.
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Last, the relation between adaptive, maladaptive, and on-track sequences and group-level
physiological state transitions was analyzed. Results show that the groups experienced more
physiological state transitions when they were on track compared to when they used adaptive
regulation or maladaptive behavior. This finding can indicate that when groups progress
smoothly, i.e., there is no or an infrequent need for regulation, then they undergo various
different physiological states. That is, physiological state changes are indicators of the progress
with the task. However, when the groups did not progress as smoothly with the task, and there
was a need for regulation, the physiological state transitions did not change, which actually can
inform an extensive need for metacognitive monitoring, and the need to adapt the regulation. A
possible explanation for this finding is that facing challenges, especially in an exam situation
can constitute a high stress situation, and heart rate is elevated under stress. An earlier study
focusing on learning from text found that learners experienced a marked increase in heart rate
during testing phase compared to reading (Scrimin et al. 2018). Considering group level
physiological states, if all group members had continuously elevated heart rate, then the group
level physiological states would be stable, and there would be no transitions. However, these
findings need further examination of how physiological state transitions relate to the groups’
progress with the task, considering both regulatory processes as well as stress level and
cognitive load, which can both affect heart rate.

This study has some limitations. First, the sample size was small, and there was an
imbalance in the gender of the participants. A cross-country study showed that gender
influences arithmetic performance in certain contexts (Shen et al. 2016). However, it allowed
us to perform in a detailed qualitative analysis, which would have not been possible with larger
number of participants. In addition, all the participants were high-performing students, al-
though some evidence of maladaptive behavior was found. The maladaptive behavioral
sequence had a narrow definition in this study, which could be extended in subsequent,
experimental studies to cover other aspects, such as inaccuracy of monitoring. Future studies
should examine how on-track, adaptive, and maladaptive sequences occur in low-performing
groups, and ultimately, how the temporality of these sequences can be used to predict group
learning progress. Future studies should also include tasks with longer expected completion
time, so groups’ possible variation of the four categories of progress introduced in this study
can be studied over time.

Some of the limitations includes the usage of heart rate data. Despite the technological
advancements, it is difficult to unobtrusively capture good-quality data in a real-life context,
especially when focusing on a group. However, we still believe that for true regulation or need
for metacognition to occur, the learning tasks should be authentic, and be meaningful for the
students (Järvenoja et al. 2019).

Conclusions

The present study indicated that by looking at three different dimensions of monitoring,
namely the target, valence, and phase, and what follows after, we can identify the sequences
of regulation that are indicative of adaptive or maladaptive behavior. Based on the data in this
study, physiological state transitions are markedly more frequent in sessions when groups are
on track, and control their learning process less. That is, physiological state transitions that can
be tracked by using unobtrusive data have the potential to be used as one data channel when
investigating regulation of learning.
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We conclude that multimodal methods, such as psychophysiological measures combined
with video data, might have the potential to contribute to theoretical advancements when
studying regulated learning. Reimann (2019) argues, that in order to have a fully process-
oriented view, we should take into account not only events that occur, but also what other
events it triggers. This study makes three contributions that are in line with this call for
research: first, it empirically identified instances of groups’ need for regulation by taking into
account the valence of monitoring. Second, it provided an empirical framework based on the
theory for how to identify adaptive regulation or maladaptive behavior from the process data
using monitoring events and groups’ reaction to them. Third, the study investigated the relation
between shifts in group metacognitive activity marked by adaptive, maladaptive and on-track
sequences and transitions in group-level physiological states.

Studies using multimodal data in SRL research are increasing (See e.g. Azevedo and
Gašević 2019), but more empirical work is needed to confirm their methodological relevancy
for theoretical progress in the field of regulated learning.
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Appendix 1

In the following, we describe the process of applying VQ to the HR triplets in detail. The first step
was to create a training set. The whole set of data collected throughout the course—not only the
exam sessions in question—was used, from all the sessions where all three students were present
during the session, and the sessions provided complete data.We obtained a k-by-Mmatrix, where k,
the number of elements in the training vector, was 3 (with HR measurements as vector elements
from three students), and M, the number of training vectors, equaled 60,227.

The second step was to train a quantizer codebook. This was achieved by using the
MATLAB VQDTool (MathWorks 2018), where the number of levels was set at eight. The
number of levels used in the vector quantizer was chosen by visually examining the images of
the HR trajectories. For the initial codebook, eight random training vectors were auto-
generated. Linde et al. (1980) proposed constructing the initial codebook by choosing the
codewords randomly from the training data. The resulting codebook can be considered to have
a physical meaning, because it results from the HR values in the training set.

In this study, MATLAB dsp.VectorQuantizerEncoder (MathWorks 2018) was used to create
a vector quantizer encoder object to find the indices of the nearest code words based on
Euclidean distances for each session and group individually. A new representation for the data
was created, consisting of vector quantized states. To capture the change in the dynamic
system of the groups, the timestamps when the identified states changed were extracted. In the
analysis, these time instants are referred as physiological state transitions.
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Appendix 2

Category 1 – “Smooth Sailing”
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Category 2 – “What is our task again?”
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Category 3 – “So how should we do this?”

Category 4 – “So how should we do this?”
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