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Abstract
Cimpian et al. (2010) observed that we accept generic statements of the form ‘Gs are
f ’ on relatively weak evidence, but that if we are unfamiliar with group G and we
learn a generic statement about it, we still treat it inferentially in a much stronger way:
(almost) all Gs are f . This paper makes use of notions like ‘representativeness’, ‘con-
tingency’ and ‘relative difference’ from (associative learning) psychology to provide a
uniform semantics of generics that explainswhy people accept generics based onweak
evidence. The spirit of the approach has much in common with Leslie’s cognition-
based ideas about generics, but the semantics will be grounded on a strengthening
of Cohen’s (1999) relative readings of generic sentences. In contrast to Leslie and
Cohen, we propose a uniform semantic analysis of generics. The basic intuition is
that a generic of the form ‘Gs are f ’ is true because f is typical for G, which means
that f is valuably associated with G. We will make use of Kahneman and Tversky’s
Heuristics and Biases approach, according to which people tend to confuse questions
about probability with questions about representativeness, to explain pragmatically
why people treat many generic statements inferentially in a much stronger way.

Keywords Generic sentences · Formal semantics · Pragmatics · Associative
learning · Probability
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1 Introduction

Generic sentences come in very different sorts. Consider (1-a) and (1-b).

(1) a. Tigers are striped.
b. Mosquitoes carry the West Nile virus.

We take (1-a) to be true, because the vast majority of tigers have stripes. But we
take (1-b) to be true as well, even though less than 1% of mosquitoes carry the
virus. Most accounts of generics, if they don’t stipulate an ambiguity, start from
examples like (1-a) and then try to develop a convincing story for examples like
(1-b) from here. For our analysis of generics, in contrast, we will take examples
like (1-b) as points of departure and then seek to account for more standard exam-
ples as well. We will argue that such a road will lead to a more convincing uniform
analysis.

Although generics are studied mostly in formal semantics and philosophy,
they have recently attracted the attention of cognitive psychologists as well.
The reason is that generics play a core role in the way we learn, represent
and reason about groups in the world (cf. Leslie 2008). Indeed, generic state-
ments express very basic kinds of inductive generalizations, learned during the
process of categorization. A central hypothesis of this paper is that the way
we learn new categories is, and remains, of crucial importance for judgements
involving those categories. We will argue that generic statements about cate-
gories, or groups, express typical information about these groups, and that the
way people learn about a group is of crucial importance for what is typical
about this group. The notion of contingency from associative learning psychol-
ogy plays an important role in learning, and we will argue that a slight gen-
eralization of it is crucial for typicality as well, and thus for the analysis of
generics.

In Sect. 2 we will provide a biased overview of some semantic theories of
generics. We will concentrate our attention in particular on Cohen’s proposal,
because that is what our own proposal is built on. After a discussion of theo-
ries of categorization in Sect. 3, we will discuss our own semantic account of
generics in Sect. 4. According to our own uniform semantic account, a generic
like (1-a) is true basically because relatively many tigers are striped, except when
only tigers are considered in which case the (vast) majority of tigers have to be
striped. We will argue that such an account is in accordance with the way we
inductively learn categories and how we represent them. This semantic analysis
will be closely related to Cohen’s treatment of what he calls the ‘relative’ read-
ing of generics, but such that (under certain circumstances) his ‘absolute’ reading
comes out as a special case. This semantic analysis will give rather weak truth
conditions to many generic sentences. In Sect. 5 we will provide a pragmatic
explanation of why generics are normally interpreted in a much stronger way,
making use of insights of Tversky and Kahneman’s (1974) Heuristics and Biases
program.

123



Generics and typicality: a bounded rationality approach 85

2 Some semantic theories of generics

Generics are sentences that express basic generalities without the use of an explicit
quantifier. Generic sentences come in various sorts: they can be expressed using a bare
plural, (2-a), a singular indefinite, (2-b), and a definite description, (2-c):

(2) a. Triangles have three sides.
b. A triangle has three sides.
c. The triangle has three sides.

Many interesting observations have been made about the relation between these
three types of generic sentences, and about their interpretations. In this paper we
will only be concerned with generics of the form (2-a). Some generics of form
(2-a), such as (3) are exclusively about kinds, and not about the individuals of that
kind:

(3) T-Rexes are extinct.

We will ignore such examples in this paper as well.
It is often said that generic sentences of the form ‘Gs are f ’ come in two sorts1:

descriptive ones and non-descriptive, or normative ones. In this section we will be
mainly concerned with giving a biased overview of semantic analyses of descriptive
generics. But non-descriptive generics will be briefly discussed as well.

Generic sentences are sentences that, by their very nature, express useful generaliza-
tions. The main question addressed in the literature is about the type of generalization.
First, generic sentences are clearly not universally quantified sentences: although not
all birds fly (Penguins don’t), (4) is a good generic sentence that most people consider
true.

(4) Birds fly.

Indeed, this is one of the most typical features of generic sentences: they express
generalizations that allow for exceptions. But it also need not be the case that
almost all, or most Gs have feature f in order for the generic ‘Gs are f ’ to be
true:

(5) a. Birds lay eggs.
b. Goats produce milk.

Although (5-a) and (5-b) are true, it is not the case that the majority of birds or
goats have the relevant feature; only the adult female birds and goats do! Moreover,
even if most Gs are (or are taken to be) f , according to Carlson (1977) and others
the corresponding generic sentence still doesn’t have to be true, as exemplified by
sentences such as the following:

1 In this paper we will generally use ‘Gs are f ’ to talk about all generics of the form that we wish to talk
about. Intuitively, ‘G’ stands for a group and ‘ f ’ for a feature, but one shouldn’t think of the two as having
a different type. They both will denote sets, and probabilities or proportions can be given to both in the
same way.
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(6) a. Bees are sexually sterile.
b. Israelis live on the coastal plane.
c. Books are paperbacks.

According to a natural alternative quantificational proposal, the generic is true exactly
if all, or most, normal, or relevant Gs are f . There are at least two problems with
such an analysis. First, and foremost, without an independent analysis of what it is
to be a normal or relevant G, such an analysis hardly makes any empirical predic-
tions (cf. Krifka et al. 1995). Second, such an analysis is extensional, and that is
taken to give rise to problems exemplified by the following, much discussed, generic
(7):

(7) Mail from Antartica is handled by Tanja.

This generic can be true, even though we’ve never gotten any mail from Antar-
tica. It is normally argued that what such an example points to is a demand
for an intensional treatment of generics. Arguably, however, (7) is a normative
generic, and normative generics cannot be given a purely extensional treatment
anyway. But, of course, there is a much better reason why generics should
not depend on certain actually observed extensionally given sets: if our theory
claimed this, we could not account for their inductive, or unbounded, charac-
ter.

According to the modal nonmonotonic approach of Asher and Morreau (1995),
Pelletier and Asher (1997) and others,2 ‘Gs are f ’ is true if and only if for any
entity d and all worlds in which d is a normal G, d has feature f . Such theo-
ries want to account for a type of default instantiation, that is, for the fact that
if all we know is that the sentences ‘Gs are f ’ and ‘x is a G’ are true, we can
normally, or by default, conclude by instantiation that x has feature f . Propo-
nents of nonmonotonic logic typically argue that what is normal need not have
anything to do with proportions. Rather, what is normal is taken to model con-
ventions used in human communication and knowledge organization (cf. McCarthy
1986; Reiter 1987). We don’t necessarily want to object to this, although this will
probably mean that no uniform explanation can be given for what counts as nor-
mal (cf. also Krifka et al. 1995). With Pearl (1988, Ch. 10) one might wonder,
then, how useful such a notion of normality really is.3 Moreover, whatever ‘nor-
mality’ is taken to mean, any analysis that wants to account for ‘default instantiation’
will have problems accounting for the intuition that the following generics are both
true.

(8) a. Ducks lay eggs.
b. Ducks have colourful feathers.

2 Although, for instance, Veltman’s (1996) update semantics, which also makes crucial use of the notion
of ‘normality’, was not explicitly used to give a semantics for generic sentences, it was certainly designed
to fulfill that role. This holds presumably for many other nonmonotonic logics designed in the last decades
of the 20th century as well.
3 Of course, this is reminiscent to a similar criticism one might give to semantics of counterfactuals that
make crucial use of a primitive notion of ‘similarity’.
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In order to predict that (8-a) is true, it must be the female ducks that should be relevant
or normal, while it is the opposite sex that is relevant or normal for (8-b).4

There is another typical kind of example that is problematic for the analyses dis-
cussed so far. Consider the following (seemingly true) generic:

(9) Wolves kill men.

Eckardt (1999) argues that it is very rare for a wolf to encounter human beings, let
alone kill them. Hence, in a normal situation, no wolf is in the vicinity of any human
being, and hence is not killing any human being. Similarly, a human being normally
(at least for the majority of those involved in the academic debate on the meaning
of generic sentences) is situated in some European or North-American city or suburb
where there hasn’t been a wolf for centuries. One could then argue that while normally,
a wolf might not be eating a man, it surely must be disposed in some way to kill human
beings. This is, however, false: normally, wolves actively avoid contact with humans
and will often flee when they do encounter a human being. Even those who know this,
however, will judge (9) to be true.

Of course, quite a number of examples very similar to (9) are problematic for exactly
the same reason.

(10) a. Mosquitoes carry the West Nile virus.
b. Ticks carry the Lyme disease.
c. Sharks attack people.

Sentences (9) and (10-a)–(10-c) are examples of what Leslie (2008) calls ‘striking
generics’. A generic sentence is striking if only very few of the Gs need to have
feature f for the generic sentence ‘Gs are f ’ to be true. According to Leslie, striking
often means ‘horrific or appalling’. However, the truth conditions suggested above
also seem to hold for familiar examples like (11-a)–(11-c) that are intuitively not
‘horrific’.

(11) a. Frenchmen eat horsemeat. from Schubert and Pelletier (1987)
b. Bulgarians are good weightlifters.
c. Dutchmen are good sailors.

Intuitively, a sentence like (11-c) is true not because most Dutchmen are good sailors,
but because relatively manyDutchmen are. These types of examples motivated Cohen
(1999) to claim that generic sentences are in fact ambiguous. Generic sentences can
both have an absolute reading, and a relative one. Cohen (1999) develops his theory
in terms of probabilities. Cohen believes that generics are objectively true or false.
Like most semanticists he believes, for instance, that ‘Snakes are slimy’ is objectively
false, even if most people believe it is true. For this reason Cohen rejects the standard

4 Asher and Morreau’s (1995) analysis, for instance, predicts that the following principle is valid, if B
entails C : A > B |� A > C . Nickel (2009) proposed an account based on ‘normality’ exactly to deal
with these kinds of examples by making the relevant type of normality depend on the predicate being used.
We agree with Hoeltje (2017), however, that this analysis is too weak. We won’t deal with Nickel’s modal
analysis at all in this paper, because we have little to add to Hoeltje’s criticism.
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‘subjectivist’ interpretation of probability, at least for the analysis of generics, and
goes for a truly ‘objectivist’ frequency interpretation of probabilities.5

His account for generics of the form ‘Gs are f ’ hinges on a notion of contextually
supplied alternatives for both f and G. The set of alternatives for feature f , Alt( f ),
is important for both readings of a generic, while Alt(G) will play a role only for
the relative reading. The set Alt(Cat), for instance, will almost always include dogs,
and often other pets. Cohen assumes that G and f will be among Alt(G) and Alt( f ),
respectively. Cohen (1999) proposes the following truth conditions of his absolute and
relative readings of generics6:

1. An absolute generic ‘Gs are f ’ is true if and only if the probability that an arbitrary
element of G that has some feature in Alt( f ) will have f , is greater than 1

2 . If
we assume that all Gs have some feature in Alt( f ), or limit the set of relevant
Gs this way, generics are true on this reading iff P( f /G) > 1

2 , or equivalently
P( f /G) > P(¬ f /G).7

2. A relative generic ‘Gs are f ’ is true if and only if the probability that an arbitrary
element of G [that has some feature in Alt( f )] has feature f is greater then the
probability that an arbitrary element of

⋃
Alt(G) [that has some feature in Alt( f )]

has feature f . Assuming that
⋃

Alt(G) covers the set of all individuals, or if we
limit the domain of the probability function P to

⋃
Alt(G), and we assume the

same regarding Alt( f ), this comes down to P( f /G) > P( f ), or equivalently
P( f /G) > P( f /¬G).8

Cohen proposes that generic sentences are standardly interpreted in the absolute
way, but that sentences that are problematic for many other treatments of generics
like (11-a)–(11-c) should be interpreted in the relative way, just as examples like (8-a)
‘Ducks lay eggs’ and ‘Lions have manes’. Presumably, the same is the case for the
striking generics (9) and (10-a)–(10-c).

WhereCohen (1999) gives two separate treatments of absolute and relative generics,
in Cohen (2001) he provides yet another analysis of non-descriptive generics like the
following.

5 To capture the ‘lawlike’, or ‘unbounded’ character of generics, he makes use of unlimited sequences.
According to it, probability statements are not only based on sequences actually observed, but also possible
forms such sequences might take in the future as extrapolated from the actually observed ones. As noted
by Cohen (1999), objectively and lawlikeness could be captured as well by a propensity interpretation of
probabilities, but he rejects that interpretation on other grounds.
6 As noted by Cohen (2001), similar readings have been proposed for sentence involving ‘many’ as well.
It is an interesting challenge to explain the clear differences between such sentences and generics, but not
one that will be taken up in this paper.
7 This equivalence is immediate: P( f /G) > P(¬ f /G) iff P( f /G) > 1 − P( f /G) iff P( f /G) +
P( f /G) > 1 iff P( f /G) > 1

2 .
8 This equivalence is well known, and can be proved straightforwardly:

P( f /G) > P( f ) iff P( f ∩G)
P(G)

> P( f )

iff P( f /G) > P(G) × P( f /G) + P(¬G) × P( f /¬G)

iff P( f /G) > αP( f /G) + (1 − α)P( f /¬G), with 0 ≤ α ≤ 1
iff (1 − α)P( f /G) > (1 − α)P( f /¬G)

iff P( f /G) > P( f /¬G).
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(12) a. Bishops move diagonally.
b. The Speaker of the House succeeds the Vice-President.

In contrast to the generics discussed so far, generics like (12-a)–(12-b) do not describe
the world around us. Instead, they seem to express norms or constitutive conventions.
Cohen (2001) and following Carlson (1977), proposes that non-descriptive generics
should be understood as rules. Generic (12-a), for instance, expresses according to
Cohen the constitutive rule of what it is to be a bishop. Without a rule like this, there
would not even be bishops. Something similar can be said of the other non-descriptive
generics like (12-b), although in a less radical way. In contrast to descriptive generics,
Cohen (2001) assumes that non-descriptive generics have an underlying logical form
that differs radically from their surface form, and that they also have a very different
interpretation.

Although we undoubtedly take Cohen’s analysis to be a major step forward com-
pared to other analyses of generics, it is certainly not without problems. The first
problem for Cohen’s analysis we take to be the claimed ambiguity. Can it really be
the case that there is no common core between all types of generics? Should absolute
generics really be given a separate treatment from relative and non-descriptive ones?
Some people have proposed that there exists yet another separate reading of generics:
the existential one. One of the appealing features of Cohen’s (1999, 2004a) analysis,
we take it, is that existential readings come out as a special case of Cohen’s absolute
reading of generics, by a specific choice of one of the free variables of his analysis (in
this case, Alt( f )). For the same reason, we think it is more appealing if (something
like) Cohen’s relative and absolute interpretations would come out as special cases of a
more uniform treatment of generics than if they are treated as separate readings.9 Sim-
ilarly, the proposal that non-descriptive generics have an underlying logical form that
differs radically from their surface form, and that they also have a very different inter-
pretation from descriptive generics is prime facie, at least, problematic. Everything
else being equal, wouldn’t it be more natural, intuitively, to give all types of generics
the same logical form, and have an interpretation of generics that works similarly
for them all? Modal accounts of generics that make use of the notion of ‘normality’,
like that of Asher and Morreau (1995), have, arguably, a better chance to account for
descriptive and non-descriptive generics in a formally uniform way. The reason is that
what is normal can be understood both in terms of expectations and in terms of norms.
Unfortunately, however, we have seen that such theories (i) require such an extremely
context-dependent notion of ‘normality’ that the resulting analysis is hardly insightful
and (ii) have problems in particular giving a suitable semantic analysis of what we
called ‘relative’ and ‘striking’ generics.

A related problem is noted byLeslie et al. (2011),who observe that Cohen’s analysis
of relative generics predicts that an example like (13) comes out true.

9 We agree with one reviewer that we don’t have a knock-down argument why generics should be given
a uniform analysis. Perhaps it is the case that what linguists discuss under the heading of ‘generics’ is
simply not a uniform phenomenon. Perhaps. Still, it is common practice in semantics, and taken to be
appealing among semanticists, to provide uniform analyses of phrases with (roughly) the same form using
contemporary tools. This is what we will do in Sect. 4 of this paper, also informed by psychological work
on categorization and learning.
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(13) Dogs have three legs.

Example (13) is clearly predicted to be false on its absolute reading. It is predicted to be
true on the relative reading, however. The reason is that dogs have a higher probability
of staying alive after losing a limb than wolves, foxes, hyenas et cetera, because three-
legged dogs will be taken care of by their owners. Furthermore, dogs seem to have
a higher probability of losing a limb then, say, hamsters, rabbits, miniature donkeys,
and parakeets. Hence, the generic (13) is, we think, falsely predicted to be true on its
relative reading relative to both the alternative set Pets and the alternative set Dog-like
animals.10

Of course, Cohen could simply claim that (13) only has an absolute reading, and on
that reading the sentence is correctly predicted to be false. But this move only brings
us back to the first problem: how should we determine which reading each generic
sentence should have?

A third problem for Cohen (1999) is related to the use of his homogeneity condition
to explain away some obvious counterexamples (see Leslie et al. (2011), for example).
The counterexamples show that the truth conditions as stated above are far too weak.
Sentences (6-a), (6-b) and (6-c) for instance, repeated here as (14-a), (14-b) and (14-c),
come out as true on both descriptive readings,11 although the generics are, intuitively,
false.

(14) a. Bees are sexually sterile.
b. Israelis live on the coastal plane.
c. Books are paperbacks.

To account for these type of examples, Cohen introduces a homogeneity condi-
tion for both types of readings of the generic. Rather than just demanding that
P( f /G) > P(¬ f /G) on the absolute reading and P( f /G) > P( f ) on the rela-
tive one, the above should hold for each cell of a salient partition {G1, ...,Gn} of G
for the absolute reading, and for each cell ci of the salient partition {c1, ..., cn} of
G ∪ ⋃

Alt(G) on the relative reading. We are sympathetic to this use of partitions:
it requires generics to express (inductive) generalization that are stable, or invariant.
A salient partition of bees into queens (female), workers (female) and drones (male)
will correctly predict that (14-a) is false, because neither queens nor drones tend to be

10 One reviewer doesn’t agree, and suggests that veterinarians, who are knowledgable of the facts, judge
(13) to be true. The reviewer bases this on the fact (found after a google search) that veterinarians have a
saying ‘Dogs have three legs and a spare.’ We found this saying as well after a google search, but on this
site (https://nl.pinterest.com/pin/173951604330728121/). The full quote is

Veterinarians often say that dogs are born with three legs and a spare, a description meant to assure
fearful pet owners that life is good for “tripaws” after amputation surgery.

We doubt that this quote provides much motivation for taking veterinarians to accept ‘Dogs have three legs’
(without the extra ‘and a spare’).
11 In fact, this is not the exactly the case of (14-a). It is now standardly assumed that honeybee workers are
not sterile, but just sexually inactive due to an extreme form of altruism (cf. Seeley 1985). The inhibition
of ovary activation is lifted when there is no queen (or larvae). Of course, this would still make the generic
‘Bees are sexually inactive’ falsely predicted to be true and ‘Bees reproduce’ falsely predicted to be false.
We think we can account for the latter problem by assuming that ‘Bees’ sometimes can receive a collective
interpretation. For the former problem, see below.
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sterile. Unfortunately, or so Leslie (2008) complains, it is unclear why (8-a) ‘Ducks
lay eggs’ is not predicted to be false for the same reason, due to the salient parti-
tion of ducks and animals into male and female ones. But there are several ways to
solve this problem, however. For one thing, one could demand that only those par-
titions are appropriate for the interpretation of ‘Gs are f ’ for which each cell of
the partition is compatible with (having) feature f . This is not the case for Leslie’s
suggested partition with respect to ‘laying eggs’.12 Alternatively, Cohen could solve
the problem by his assumption that the domain of probability function is restricted
by

⋃
Alt( f ). Because intuitively Alt(lay eggs) = {lay eggs, give live bir th} and

because
⋃

Alt(lay eggs) ≈ Females, Cohen would, or better, could predict that
(8-a) is true on its absolute reading.

A fourth potential problem of Cohen’s analysis involves only relative readings:
they seem too weak, both (i) theoretically and (ii) in terms of predictions. As for (i),
in Cohen (1999, 2004b) an explicit motivation is given for the absolute reading of
generics in terms of usefulness. The absolute reading of a generic is useful because if
true, one can make use of it to make default instantiations: if the generic of the form
‘Gs are f ’ is true (on the absolute reading), it means that the chance that an arbitrary
G has feature f is pretty high. However, in the same publications no motivation in
terms of utility is provided for the relative reading of generics: no motivation is given
for why it is useful to know that more Gs than alternatives of Gs have feature f .
And indeed, one might wonder whether relative readings of generics are not too weak
to be of any use. As for (ii), Nickel (2012) argues that even for sentences for which
the relative reading seemsperfectly suited, like for (11-c), Cohen’s analysis is tooweak.

(11-c) Dutchmen are good sailors.

Consider the case that some Dutch sailors are indeed the best in the world, but that the
averageDutch sailor ismuchworse than the average sailor fromother countries. Nickel
(2012) claims that in such circumstances (11-c), is not true, although, according to
Nickel, Cohen (1999) predicts otherwise. We agree with Nickel’s intuition, but notice
that on Cohen’s relative reading (11-c) is actually predicted to be false, if we partition
the sailors of each country (by the homogeneity condition) into their good sailors,
their mediocre sailors and their bad sailors. Still, we do think that Cohen’s relative
readings give rise to empirically too weak readings. As we noted already, on Cohen’s
interpretation of relative readings it is falsely predicted that even generics like (13)
‘Dogs have three legs’ come out as true.

There exist other kinds of objections toCohen’s relative readings aswell. According
to Leslie (2008), the relative reading of (10-b) ‘Ticks cary the Lyme disease’ gives the
wrong truth conditions. She argues that even if most (tokens of) animals of the class
to which ticks also belong were mites and many of them carried the Lyme disease,
we would—in contrast to Cohen’s prediction on the relative reading—still count a
sentence like (10-b) ‘Ticks carry the Lyme disease’ as true. But notice that one way to
account for Leslie’s intuition, if correct, would be to count not all tokens of objects,

12 Some readers might notice that this goes against Cohen’s (1999) suggestion to account for (14-c) by
appealing to the partition {paperbacks, hard covers}. We will come back to this problem below.
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but rather equally many tokens of each relevant type. If both mites and ticks were
relevant for the relative reading of the generic, we would take into account equally
many mites and ticks. This would explain away Leslie’s imagined counter-example if
other relevant types didn’t carry the Lyme disease at all.

Although various aspects of Cohen’s analysis of generics have come under attack,
in this paper we will build on Cohen’s analysis, in particular on his relative readings.
Before we give a more thorough defense of (a stronger version of) relative readings of
generics based on psychological insights on how we represent and learn categories in
the following sections, let us here already point to some, we feel, under-appreciated
aspect of such readings. Consider, first, generic sentences that express comparative
relations, like (15):

(15) Boys are taller than girls.

Although other analyses of generics might be able to account for such readings as well,
an analysis in terms of relative readings is almost immediate. The reason is that relative
readings are (perhaps implicitly) already treated as comparatives! Let us assume, just
for simplicity, an analysis of comparatives as given in Klein (1980): ‘John is taller than
Sue’ is true iff there is a comparison class including (perhaps only) John and Mary
such that John is tall with respect to this comparison class, while Sue is not. Similarly,
(15) will be true if there is a comparison class c including (perhaps only) boys and
girls such that with respect to this comparison class boys are tall and girls are not.
Notice that according to the relative reading of the generic sentence ‘Boys are tall’,
the sentence is true iff P(tall(c)/boys) > P(tall(c)/¬boys). If c consists of only
the boys and girls this reduces to P(tall(c)/boys) > P(tall(c)/girls). Similarly,
the generic sentence ‘Girls are not tall’ is true on its relative reading in this context
iff P(¬tall(c)/girls) > P(¬tall(c)/boys), i.e., iff 1 − P(tall(c)(c)/girls) > 1 −
P(tall(c)/boys) iff P(tall(c)/girls) < P(tall(c)/boys). As a result, sentence (15)
is predicted to be true iff P(tall(c)/boys) > P(tall(c)/girls), which indeed seems
to be (almost) the correct result.

Second, there exists a straightforward way to explain why (14-c) ‘Books are
paperbacks’ is a bad generic on its relative reading, without making use of the homo-
geneity condition. The reason is that the domain of quantification, or the domain
of the probability function P , is the union of the alternatives of the feature f =
‘are paperbacks’. But most naturally,

⋃
Alt( f ) only contains books, which makes

P( f ) = P( f /
⋃

Alt( f )) = P( f /G). As a result, (14-c) is predicted not to be true
on its relative reading. Notice that this idea doesn’t suffice to make (14-c) false on its
absolute reading.

Leslie (2008) observes that although generics are extremely hard to analyse truth-
conditionally, we are able to understand and use them successfully with relative ease.
She suggests that this is so because generics are the expression of a very primitive
default mode of generalizing, which picks up on significant or striking properties
and links them to psychologically salient kinds. Indeed, as noted by one reviewer, all
languages have generics, even those without number words or other ways of quan-
tification (as claimed, for example, for Pirahã). We completely agree with Leslie’s
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cognitive approach, and with the idea that the analysis of generics should be closely
tied to the way we categorize and make inductive generalizations. It is this insight we
want to dwell upon as well. As we will see though, this doesn’t necessary mean that
truth-conditional approaches like those of Cohen (1999) are wrong headed. Moreover,
or so we will argue, this doesn’t mean that generics are as (at least 5-way) ambiguous
as Leslie et al. (2011) suggest. Perhaps it is possible to give a more uniform semantic
analysis of all types of generic sentences, once we know more about typicality and
how we learn inductive generalizations.

3 Typicality and associative learning

People have the natural tendency to classify the objects around them in terms of
categories. Objects are grouped together to form a category if they have characteristics
in common or are roughly similar to one another. Our thinking in terms of categories
reduces the complexity of the world around us considerably. Categorization is one of
themost common andmost important thingswe do all the time and crucially influences
our behavior. One of the most important functions of categories is that they allow us to
make use of induction and generalization. Indeed, the process of categorization itself is
perhaps the most basic type of induction, or generalization, we make. It is only natural
to assume with Leslie (2008) that generic sentences about categories express these
basic generalizations. This suggests that to figure out why we accept certain generic
sentences but not others, it is crucial to understand this basic process of categorization.
Cohen (2004b) and Leslie in various papers discussed already the relation between
categorization and generics. But our focus will be different from either. Cohen (2004b)
seeks to motivate his use of homogeneity, which wewon’t discuss. Leslie concentrates
more on learning, but does not discuss standard theories of associative learning, which
we will focus on.

3.1 Categorization and typicality

Traditionally, a category was defined in terms of a critical set of attributes the pos-
session of which was taken to be both necessary and sufficient to be a member of
the kind. But this traditional conception of categories is now largely abandoned. Typ-
icality plays an important role in more recent theories of categorization and it will
play a crucial role in our analysis of generic statements as well. One of the main
claims of this paper is that a generic of the form ‘Gs are f ’ is true if f is a typical
feature of Gs, or that typical members of the category G have feature f . Typicality
is well studied in cognitive psychology. According to prototype theory, groups (or
categories) are represented by typical members, rather than by all of them and only
them, or by typical features, rather than by necessary and sufficient features, because
agents have limited attention and limited recall of examples. But what are a group’s
typical members or features? According to Rosch (1973), it is the central, or average
members of the group, or the features most members have. Centrality is determined
in terms of a notion of similarity, which is taken to be based, in one way or another,
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on frequency and correlation information. Barsalou (1985) experimentally showed on
the basis of a thorough correlational analysis, however, that at least for goal-derived
artificial categories, the typical members are instead the category’s ideal members;
those that best satisfy the goal. For example, the ideal of the category ‘things to eat
on a diet’ presumably is ‘zero calories,’ which clearly is not a common, but rather
an extreme value for members of the category. Idealness can be defined as the extent
to which a certain object displays a quality that is directly related to the goal. More
recent empirical findings (e.g. Lynch et al. 2000; Palmeri and Nosofsky 2001; Bur-
nett et al. 2005; Ameel and Storms 2006) show that extreme members of a group
are also considered typical for many, if not most, other types of categories, namely
if categorization is performed in a contrastive way. Typical members of a category
when defined contrastively have features that distinguish them frommembers of other
categories; as such, they highlight, or exaggerate, real differences between groups.13

3.2 Associative learning

Typical features for a group, or features that typical members of the group have, are
taken to be features that are representative for the group. We stated already that our
analysis of genericswill be based on the process of categorization.A further hypothesis
of this paper is that the way we learn categories is, and remains, of crucial importance
for judgements involving those categories.

A popular way to approach the learning of categories involves associative learning
based on frequencies and correlations. Much of that psychological research was done
before the cognitive revolution in psychology, in classical conditioning. In classical
conditioning, what is learned is an association between a cue, C , and an outcome,
O . Pavlov hypothesized that the strength of association between cue and outcome
depends on the number of times the two are paired. Subsequent research has revealed,
however, that for prediction it is not exactly the number of pairings between cue and
outcome that is crucial. In a classic study, Rescorla (1968) showed that rats learn a tone
(C) → shock (O) association if the frequency of shocks immediately after the tone is
higher than the frequency of shocks undergone otherwise. Within associative learning
psychology, this difference in frequency is known as the contingency of the shock on
the tone. Rescorla’s (1968) central findingwas that the higher the contingency of shock
on the occurrence of the tone, the more the rats anticipated the fear of a shock. Thus,
the higher the contingency, the more useful the tone is as a predictor of the shock. Of
crucial importance for our paper is that these experiments show that rats will develop
a tone → shock association even if shocks occur only in, say, 12% of the trials in
which a tone is present, as long as the frequency of the shocks experienced otherwise
is (significantly) lower. Formally, this contingency, or strength of association, between

13 We don’t assume that some features are inherently such that they highlight/exagerate differences. Instead,
whether a feature highlight differences depends on whether members of alternative groups have this feature.
The features that exaggerate difference are those that comparatively many members of one group have and
the other group(s) don’t. They don’t have to be special in any other way. Because these are taken to be
typical for a whole group, it has the effect that people think that the groups are more different from one
another than they actually are, if they think that typical properties are also common properties. (See Sect. 5
for more on this).
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C (e.g. tone) and O (e.g. shocks) is measured by P(O/C) − P(O/¬C), abbreviated
by �PO

C , where P measures frequencies during the learning phase.
Other experiments in the aversive (i.e. fear) and appetitive conditioning paradigms

(e.g. Thomas and LaBar 2008) show that the speed of acquisition increases with the
intensity of the shock. More generally, stronger emotions promote faster learning,
more enduring memories, and stronger associations (cf. Chatlosh et al. 1985).14 One
could say that for trained rats, tones play an important role in their categorization of
shocks: the tone is a useful predictor and thus provides valuable information to the
rat on how to prepare for the future. Moreover, this role of the tone in categorization
becomes more entrenched with increased intensity of the shock.

Whereas early work in classical conditioning mostly involved animals, more recent
work shows that humans learn associations between the representations of certain
cues (properties or features) and outcomes (typically another property or a category
prediction) in a very similar way (cf. Gluck and Bower 1988; Cheng and Holyoak
1995; Shanks 1995).15 For coming to associate feature f with group or categoryG (via
learning), f should be adistinguishing feature ofGs.However, using contingency,� f

G ,
to measure this distinguishability is arguably not the most natural measure to account
for association. The largest problem is that for contingency the absolute values of
P( f /G) and P( f /¬G) don’t matter, as long as their difference remains the same. In
the associative learning literature it is well established, however, that (i) the required
difference between P( f /G) and P( f /¬G) for learning an association between G
and f decreases with an increase of P( f /¬G), and (ii) the value of P( f /G) should
count for more than the value of P( f /¬G): f becomes more strongly associated with
G if P( f /G) = 0.8 than if P( f /G) = 0.6, even if in both cases �

f
G = 0.1 (and thus

P( f /¬G) = 0.7 and P( f /¬G) = 0.5), respectively. A standard way to account for
both of these conditions, is to make use of what Shep (1958) calls relative difference,
which we will denote by �∗P f

G , and which is defined as follows:

• �∗P f
G

d f= �P f
G

1−P( f /¬G)
.

This notion was proposed as well by Cheng (1997) in her analysis of (causal)
learning, and Pearl (2000) derives thismeasure as estimating the probability of (causal)
sufficiency, PS. Notice that contingency, and thus distinctness, still plays a major role:
for �∗P f

G > 0 it is required that �P f
G > 0, and high �P f

G still results in high �∗P f
G .

However, it has the extra effect that for measuring the association between f and G,

14 Shanks (1995) shows that �PO
C is the asymptotic value of the weight given to C when the learning

task is modeled with a linear associator trained using the Rescorla-Wagner learning rule (Rescorla and
Wagner 1972), the most influential learning rule in associative learning which is equivalent to the delta
rule used in connectionists models. Interestingly enough, Shanks also points out that associative models
using the delta rule learning algorithm can immediately explain the findings of Chatlosh et al. as well that
associative learning is influenced by the magnitude or value of the outcome. This will be interesting for our
final proposal of how to define representativeness later in this section.
15 Instead of the difference between P( f /G) and P( f /¬G) to measure the association, or representative-
ness, of f with G, others [e.g. Good 1950; Tenenbaum and Griffiths (2001)] use the quotient between them.
But the idea is very similar: the measure is high if the difference between P( f /G) and P( f /¬G) is high.
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the value P( f /G) is more important than P( f /¬G).16 Moreover, �∗P f
G increases

(with fixed �P f
G ), if P( f /¬G) increases. Thus, �∗P f

G can be high, although �P f
G

is low. For instance, if P( f /¬G) = 0.9, �∗P f
G will be ten times as high as �P f

G (if

�P f
G > 0)! Thus, for relatively common features it has the effect that �∗P f

G will be

high, even though �P f
G is relatively low.17

On the basis of these findings, on our preliminary proposal, we measure the rep-
resentativeness of feature f for category or group G by this new notion of relative
difference, where ¬G abbreviates

⋃
Alt(G) (and G /∈ Alt(G)). Because of our use

of
⋃

Alt(G) instead of the complement ofG, it could well be that P( f /
⋃

Alt(G)) is
undefined, and thus that also �∗P f

G is undefined, because
⋃

Alt(G) = ∅, i.e., if there
are no relevant alternatives. We take this to be undesirable, and for that reason assume
that P(B/A) is not undefined, if P(A) = 0, but instead that P(B/A) = 0 under these
circumstances.18 Notice that this has the effect that if

⋃
Alt(G) = ∅, both �P f

G and

�∗P f
G will come down to P( f /G)!

According to the above notion, a representative feature for group G doesn’t have to
be one that most, or even many, members of the group have. Instead, a representative
feature is one that distinguishes groupG from its alternative(s) (for simplicity denoted
by ¬G), which is exactly in line with the view on typicality discussed above: those
features are representative for a group that highlight, or exaggerate, differences with
other groups. Similarly, even though two features f and h are mutually incompatible
for members of a certain group (e.g., no peacock both lays eggs and has fantastic
blue-green tails), they can still both be representative, because representativeness is

16 See Cheng (1997) for a proof. Instead of using �∗P f
G , one can also make use of weighted contingency

to correct for the undesirable consequences of using contingency. Weighted contingency can be defined

as follows: �α P f
G

d f= αP( f /G) − (1 − α)P( f /¬G), with α ∈ [ 12 , 1] (or α ∈ { 12 , 1}). In the following

section we will use �∗P f
G to define the truth conditions of generics. But using weighted contingency, one

could define the (simplified) truth conditions of generics (for which Value is irrelevant) as follows: ‘Gs

are f ’ is true iff �α P f
G > �α P¬ f

G . One can show easily that in case α = 1, the generic is true iff it

is true on Cohen’s (1999) absolute reading, while if α = 1
2 , the result is Cohen’s relative reading. Yet

another proposal would be to make use of a notion of ‘weighted relative difference’, �∗
α P

f
G , defined as

follows: �∗
α P

f
G

d f= αP( f /G)−(1−α)P( f /¬G)
α−(1−α)P( f /|¬G)

, with α ∈ [ 12 , 1] (or α ∈ { 12 , 1}). If α = 1, �∗
α P

f
G reduces

to P( f /G), and if α = 1
2 , Shep’s ‘relative difference’ comes out. Though appealing, we won’t go for these

proposals without an indication what α depends on, for instance because also on our proposal P( f /G) is

a special case of �∗P f
G , and the use of the extra parameter α only adds more context-dependence.

17 Arguably, the increasing effect on our desired notion by an increase in P( f /¬G) should be higher than

it actually is in �∗P f
G . One way to do this is to define a new notion, �+P f

G , as follows:

• �+P f
G

d f= �P f
G

(1−P( f /¬G))n , with n > 1 and increasing with higher P( f /¬G)

we won’t use this notion in the main text, however.
18 The standard axiom of probability calculus, P(A ∧ B) = P(B/A) × P(A) puts no constraint on what
the value of P(B/A) should be, in case P(A) = 0, because then P(A∧B) = 0 anyway. If one still finds this
unusual analysis of conditional probabilities ad hoc, one can also assume to work in general with the notion

of ‘weighted relative difference’, �∗
α P

f
G , as defined in footnote 16, and assume that α = 1, if Alt(G) = ∅,

and that α = 1
2 otherwise. This has exactly the same effect.
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calculated at the level of a group, and thus two features that are mutually incompatible
for individuals may still be both representative of the group. Only if alternative groups
are irrelevant, and categorization is not done in a contrastive way (which according to
Ameel and Storms (2006) happens mostly for ‘isolated’ categories), high representa-
tiveness reduces to high probability.

It is the frequencies that animals and people were exposed to in the learning phase
that count for learning associations. But of course, in many cases people are not
exposed to the actual frequencies of cues (properties or features) with outcomes (typ-
ically another property or a category prediction), but rather with a distorted picture
of it. Distortion is especially likely to happen when we learn associations through
the (social) media. For instance, Kahneman (2011) notes that he had a long-held
impression that adultery is more common among politicians than among physicians
or lawyers. Only later he realized that this associative belief was probably caused by
the fact that the extramarital relations of politicians aremuchmore likely to be reported
in the media than the affairs of lawyers and doctors. Still, it is only natural to assume
that people will pick up associations from news items in a very similar way that people
learn associations through actual exposure. This suggests that learning associations
between cues and outcomes from the media also goes via our notions �P f

G or �∗P f
G ,

but now the frequencies measure not the actual frequencies, but a distorted picture of
them via media coverage which is strongly biased towards novelty and poignancy (cf.
Kahneman 2011).

Slovic et al. (2004), among others, argue that there exists a deeper link between
representativeness of events or features and our emotional reactions to them. Events
which give rise to fear and danger come easy to mind not only because of higher media
coverage, but also simply because they give rise to strong emotional reactions. Indeed,
experiments in operants conditioning, or reinforcement learning, show that learning is,
or can be, modified by punishment or reinforcement (cf. Pierce and Cheney 2004). We
have seen above that also in this sense, humans are not so different from the animals
used in classical conditioning experiments: strong emotions like fear promote faster
learning and more enduring memories (cf. Cahill et al. 1995).

To incorporate the insight of Slovic et al. (2004) and of operants-conditioning, we
will extend our earlier proposal and propose that representativeness should be defined
in a more general way by taking also emotional impact into account. We will measure
the representativeness of f for G by�∗P f

G ×Value( f ), where Value( f )measures
the (absolute value of the) utility/fear/joy of having feature f , or perhaps better, the
intensity of f . We will abbreviate this measure by ∇Pg

G .

• ∇P f
G

d f= �∗P f
G × Value( f ) = P( f /G)−P( f /

⋃
Alt(G))

1−P( f /
⋃

Alt(G))
× Value( f ).

We will assume that Value( f ) ≥ 1, and normally that Value( f ) = 1, meaning
that under normal circumstances our notion of representativeness reduces to relative
difference, ∇P f

G = �∗P f
G . We have seen above that in case Alt(G) = ∅, then �∗P f

G

reduces to P( f /G). It follows that if Value( f ) = 1 also ∇P f
G reduces to P( f /G)

under these circumstances.

123



98 R. van Rooij, K. Schulz

4 Weak semantics: generics state typicalities

In this section we will claim that a generic of the form ‘Gs are f ’ is true if f is a
representative feature forG. Therefore wemake the following semantic claim (where
f /∈ Alt( f )):

• ‘Gs are f ’ is true iff (i) ∇P f
G > 0, and (ii) for most h ∈ Alt( f ) : ∇P f

G >> ∇Ph
G

if Alt( f ) �= ∅ andwhere>>means ‘significantly larger’19

Notice that because of condition (i), a generic sentence ‘Gs are f ’ can only be
true if �P f

G > 0, i.e., if the generic is true on Cohen’s relevance reading. Because

for our definition of �P f
G , and thus of �∗P f

G , it is important to know what are the
alternatives of G, the truth conditions explicitly depend on alternatives. Moreover,
they could depend on what the alternatives of feature f are, as well. Notice that if
Alt( f ) = {¬ f } and Value is irrelevant, the generic ‘Gs are f ’ is predicted to be true
iff �∗P f

G is high. The reason is that under these circumstances condition (ii) reduces

to ∇P f
G >> ∇P¬ f

G , which basically comes down to the same as ∇P f
G is high. To see

this, notice that for �P f
G > �P¬ f

G to hold it has to be that P( f /G) − P( f /¬G) >

P(¬ f /G)−P(¬ f /¬G) iff P( f /G)−P( f /¬G) > 1−P( f /G)−(1−P( f /¬G))

iff P( f /G) − P( f /¬G) > P( f /¬G) − P( f /G) iff P( f /G) > P( f /¬G).
Although making use of alternatives is quite standard in formal semantics and

pragmatics in general, and for the analysis of generics in particular, it is hard if not
impossible to provide general rules for what the alternative sets should be. Cohen
(1999) makes use of the context-dependence of Alt( f ) and of Alt(G) (for his relative
readings) as well, and our way of thinking of these alternative sets is very similar.20

The alternatives for basic level concepts like ‘dog’, for instance, could, depending on
context, be dog-like animals like wolves, foxes, hyenas et cetera, but it could also be
other types of pets, like cats, hamsters, rabbits and parakeets. In other cases, however,
we might want to think of Alt(G), or

⋃
Alt(G), in an entirely different way. For

existential readings of generics, for instance, we might want to think of
⋃

Alt(G)

as the set of Gs as claimed, or suggested, by an earlier assertion in a conversation.
As for Alt( f ), for some examples we take it to be just {¬ f }. But at other times it
consists of more specific alternatives. Features like ‘4-legged’ might have ‘x-legged’
as alternatives, for instance, but this need not be the case: it depends on the interests of
the interlocutors in the conversation, and on what is at issue. Similarly, ‘lay eggs’ will
most naturally be contrasted with others ways of reproduction, but one can imagine
that other features that could distinguish types of animals from one another could be
relevant alternatives cases.

We think that it is natural for a generic ‘Gs are f ’ to assume that if Alt(G) �= ∅,
Alt(G) is such that G ∪ ⋃

Alt(G) � f . Without this condition, all relevant objects

19 It is tempting to quantify over all alternative features in the definition. But this gives rise to a problem:
both ‘Huskies have blue eyes’ and ‘Huskies have upright ears’ probably count as true generics. However,
eye color is much more characteristic for this breed of dog, because there are other types of dogs, like the
German shepherd, that have pointed ears as well. So, a less demanding quantifier seems more appropriate
here. Thanks to one reviewer for bringing up this issue.
20 Although in contrast to Cohen, we will assume that G /∈ Alt(G) and f /∈ Alt( f ). But this assumption
is not essential, and is only used to simplify our definitions.
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(G ∪ ⋃
Alt(G)) would have feature f , which would make the generic ‘Gs are f ’

uninformative. For similar reasons we think that it is natural for a generic ‘Gs are f ’
to assume that Alt( f ) is such that ∀h ∈ Alt( f ) : G ∪ ⋃

Alt(G) ∩ h �= ∅, i.e., each
feature is present in at least someG. As is standard in semantics, we assume for neither
type of alternatives that the sets of alternatives be jointly exhaustive. In general, we
also won’t assume that the alternatives need to be jointly incompatible.

Let us just explicitly discuss a few examples to illustrate our analysis with straight-
forward choices of alternatives. Less straightforward choices will be discussed later.

(16) a. Tigers are striped.
b. Peacocks have fantastic blue-green tails.
c. Pit bulls are dangerous.

For (16-a), Alt(t igers) is naturally the set involving big cats like lions, cheetahs,
leopards and jaguars, but it might include other types of wild animals as well. Because
tigers are the only type of big cats that are striped, and of them (almost) all are striped,
P(striped/t iger) − P(striped/

⋃
Alt(tiger)) ≈ 1 − 0, and thus �Pstriped

tiger ≈ 1

and �∗Pstriped
tiger ≈ 1. Assuming that Value(striped) = 1, (just like for all alternative

features), that is more than enough to make (16-a) true.
For (16-b) it seems natural to compare peacocks with alternative feathered animals,

or perhaps with other animals where we typically see them: at a children’s farm.
Although only half of the peacocks (the males) have these fantastic blue-green tails
(abbreviated as FBGT), this is still much more than what the alternative animals have.
Thus, P(FBGT /peacock) − P(FBGT /

⋃
Alt(peacock)) ≈ 0.5 − 0, and thus

�PFBGT
peacock ≈ 0.5 and �∗PFBGT

peacock ≈ 0.5
1−0 = 0.5. We take it that the alternatives

h to feature FBGT are less distinctive for peacocks and thus that �∗PFBGT
peacock >>

�∗Ph
peacock .

The Value of the feature is important for (16-c). Although perhaps only a
small percentage of pit bulls are dangerous, say 10%, and although other types of
dogs—the natural alternatives to pit bulls—can be dangerous as well, say 2%, the
sentence can still be true. The reason is that although P(dangerous/pit bull) −
P(dangerous/

⋃
Alt(pit bull)) = 0.1 − 0.02 is only 0.08, and that also

�∗Pdangerous
pit bulls = 0.08

1−0.02 ≈ 0.08 is small, still ∇Pdangerous
pit bulls = �∗Pdangerous

pit bulls ×
Value(dangerous) is high, because of the large Value(dangerous).

We claim that our general definition of the truth conditions for generic sentences can
account for the examples we discussed so far. This is sometimes due to the context
dependence of various notions involved. Tomake that clear, let us first make some gen-
eral observations concerning some special cases (notice that in contrast to some other
proposals, these special cases result not due to ambiguity, assuming the existence of
separate readings, but come out as interpretations due to the choice of Alt(G), Alt( f )
or Value( f )):
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1. If Alt( f ) = {¬ f } and Value( f ) = Value(¬ f ), a necessary condition for the
generic ‘Gs are f ’ to be true is that �P f

G > 0, i.e., P( f /G) > P( f /
⋃

Alt(G)),
i.e., if he generic is true on Cohen’s relative reading. To see this, notice that
under the above circumstances, the generic is true iff ∇P f

G >> ∇P¬ f
G . Given the

meaning of ∇P , this can only hold if �P f
G > �P¬ f

G .
2. If ∀h ∈ Alt( f ) : Value(h) = Value( f ) = 1 and P( f /G) is not high, ‘Gs are

f ’ is true just in case P( f /¬G) is very low, and thus f is very distinctive for Gs.
3. If ∀h ∈ Alt( f ) : Value(h) = Value( f ) = 1 and P( f /G) is close to 1, ‘Gs

are f ’ is true already if �P f
G > 0.21 Also, if Alt(G) = ∅, ‘Gs are f ’ is true iff

P( f /G) is high.22 (standard generics).
4. If ∀h ∈ Alt( f ) : Value(h) = Value( f ) = 1, ‘Gs are f ’ holds because �∗P f

G =
1 only if P( f /G) = 1 (definitional, or analytic generics).

5. If �P f
G is only somewhat above 0, and P( f /G) is not high, Value( f ) has to be

high for ‘Gs are f ’ to be true. (striking generics).
6. If ∀h ∈ Alt( f ) : Value(h) = Value( f ) = 1 and Alt(G) = ∅ and Alt( f ) = ∅,

then ‘Gs are f ’ is true just in case P( f /G) > 0, i.e., the existential interpretation.
The same holds if Alt( f ) = {¬ f }, and ⋃

Alt(G) ∩ f = ∅.
Let us now look at some examples with the above cases in mind.

(1). If Alt( f ) = {¬ f } and Value( f ) = Value(¬ f ), the generic ‘Gs are f ’ is
true only if �P f

G > 0. Cohen (1999) argues explicitly for this (relative) reading for
sentences like ‘Dutchmen are good sailors’ and ‘Bulgarians are good weightlifters’.
However, we think, and predict, that in general �P f

G > 0 is not enough for a generic
to be true. We claim that this is shown by examples like (13) ‘Dogs have three legs’
which indicated that Cohen’s (1999) relative reading of generics is too weak. Even if
�P f

G > 0, f need still not be distinctive enough to characterize the Gs. Our analysis

demands more than �P f
G > 0, in particular if Value is irrelevant and the relevant

feature is uncommon. In those cases we demand that �P f
G >> �Ph

G for most alter-

native hs (which comes down to �P f
G >> �P¬ f

G , if Alt( f ) = {¬ f }). That is, the
generic is true only if there is almost no relevantly salient alternative h that is a more
distinctive feature for being a G than f is. This, we take it, won’t in general be the
case for ‘three-legged’ with respect to dogs.23

21 There are two cases to consider. (i) P( f /G) is high and P( f /
⋃

Alt(G)) is low. Then it holds that�P f
G

is high, and thus also �∗P f
G is high; (ii) both P( f /G) and P( f /

⋃
Alt(G)) are very high, but �P f

G > 0.

Then it still will be the case that �∗P f
G is high, because then 1 − P( f /

⋃
Alt(G)) will be low.

22 We have observed before that if
⋃

Alt(G) = ∅, �∗P f
G = P( f /G). Thus, ‘Gs are f ’ is true iff for most

h ∈ Alt( f ) : P( f /G) >> P(h/G).
23 Although, arguably, P(3legged/Dog)− P(3legged/

⋃
Alt(Dogs)) > 0, the value�P3legged

Dog will be

extremely small. Because 1 − P(3legged/
⋃

Alt(Dogs)) ≈ 1, �∗P3legged
Dog too will be extremely small.

Notice that although �∗Pgood sailors
Dutchmen might be small as well in the 17th century, being a good sailor might

have been the most salient feature in terms of which Dutchmen could be set apart.
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(2). A generic sentence ‘Gs are f ’ is true if f is very distinctive for Gs. We claim
that a generic like ‘Tigers have stripes’ is considered true because ‘having stripes’ is
(among the relative alternative features Alt( f )) among the most distinctive features
of tigers. A generic sentence like ‘Germans are right-handed’, on the other hand, is
not predicted to be true if Germans are contrasted with, say, other European citizens
(indicated, for instance, by means of contrastive stress on ‘Germans’), simply because
‘being right-handed’ does not distinguish Germans in any significant way.

Our semantic analysis of generics also explains the following example that is para-
doxical to many other theories: although only (adult) male lions have manes, (17-a)
is an accepted generic, but (17-b) is not.

(17) a. Lions have manes.
b. Lions are male.

The reason is that compared to lions, relatively few other animals have manes, but
it is not the case that compared to other animals relatively many lions are male. Our
analysis thus correctly claims that ‘Gs are f ’ can be true and ‘Gs are h’ false, although
P(h/G) > P( f /G) < 1

2 .
Our analysis of generics is based on typicality and as such is very similar to analyses

based on prototypicality. But the linguistic literature has not been friendly to such
approaches. Let’s see whether we can rebut the troubles typically discussed. First, this
approach is accused of for simply passing on the problem of generics to a new problem
of what it means to be prototypical. But this can’t be a serious problem anymore, given
our very explicit proposal, based on psychological research, for what it means to be
(proto)typical, or representative. A second problem normally discussed is that this
approach cannot deal with the fact that the following two sentences both seem to be
true:

(18) a. Peacocks have fantastic blue-green tails.
b. Peacocks lay eggs.

The reason why this is taken to be a problem is that the proposal to handle generics
in terms of prototypicality is mostly taken to be that the sentence ‘Gs are f ’ is true
just in case the prototypical Gs have feature f . Hence: ‘Tigers have stripes’ is true
if and only if all (proto)typical tigers have stripes, and ‘Turtles live to be over 100
years old’ if and only if this is true of the most typical turtles of all. Natural as such
an analysis might be, it falsely predicts that (18-a) and (18-b) cannot both be true,
because it is not the case that the typical peacock both has a blue-green tail and lays
eggs, simply because there is no peacock that is male and female. Fortunately, our
analysis differs from the one that is criticized. On our analysis it is possible that ‘Gs
are f ’ and ‘Gs are h’ are true—because both�∗P f

G and�∗Ph
G are high—even though

f and h are, in fact, incompatible. This, obviously, is well possible: compared to other
animals (in general), many peacocks have beautiful blue-green tails and many pea-
cocks lay eggs.24 (Though we have discussed in Sect. 2 another reason why (18-b),
like (8-a) ‘Ducks lay eggs’, only ranges over female animals.) What is predicted not

24 Leslie (2008) provides a stronger argument against the prototype theory. She argues that not only (18-a)
and (18-b) are true, but also ‘Peacocks have fantastic blue-green tails and lay eggs’. Perhaps a more
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to be possible is that both ‘Gs are f ’ and ‘Gs are ¬ f ’ are true (if ¬ f ∈ Alt( f ) and
f ∈ Alt(¬ f )), which is as it should be according to Hoeltje (2017).

(3). Although f being very distinctive forGs is predicted to be a sufficient condition
for generics of the form ‘Gs are f ’ to be true, it can’t be a necessary condition. This
is clearly shown by examples like (19-a)–(19-d), which are all undoubtedly good:

(19) a. Humans are mortal.
b. Birds are warm blooded.
c. Dogs are 4-legged.
d. Lions are mammals.

Intuitively, these generics are true simply because (almost) all of thementioned animals
have the relevant features, i.e., when the generic is true on Cohen’s (1999) absolute
reading. Our analysis can account for such cases as well. Notice, first, that although
in all the above cases having the feature f hardly distinguishes the animals involved,
Gs, from their alternatives,

⋃
Alt(G), it is arguably still the case that P( f /G) >

P( f /
⋃

Alt(G)) for natural choices of Alt(G). This is perhaps obvious for (19-b)–
(19-d), but makes sense (also to assure that not all objects taken into account are
presupposed to have feature f ) even for (19-a) by taking some immortals into account.
As a result, �∗P f

G > �∗P¬ f
G .

But on our analysis, this is not enough for a generic of the form ‘Gs are f ’ to be true,
if Value( f ) is irrelevant (meaning that ∀h ∈ Alt( f ) : Value(h) = Value( f ) = 1).
Our analysis requires that �∗P f

G >> �∗P¬ f
G , if Alt( f ) = {¬ f }. Fortunately, this

requirement is, arguably, met also for examples like (19-a)–(19-d). The reason is
that the features involved in these sentences are rather common among all ani-
mals, which makes P( f /

⋃
Alt(G)) ≈ 1 (though not quite). As a result, although

�P f
G is small (but positive), the value of �∗P f

G = �P f
G

1−P( f /
⋃

Alt(G))
is still high,

because 1 − P( f /
⋃

Alt(G)) is low (but > 0). For instance, if P( f /G) = 1 and
P( f /

⋃
Alt(G)) = 0.95, then �P f

G = 1 − 0.95 = 0.05 is small, but �∗P f
G still

receives its maximal value, i.e., �∗P f
G = 0.05

0.05 = 1. Thus, our analysis predicts that
some features can be representative for a group, even though they are not very dis-
tinctive for the group, because the features are rather common. Thus, on our analysis
distinctiveness of a feature f for group G is a sufficient but not necessary condition
for the corresponding generic to be true.

What does our analysis predict, if it is clear that in the interpretation of (19-d), for
instance, we are only considering lions? This can be the case because (19-d) is given
as answer to the question ‘What kind of animals are lions?’ We have seen above that

Footnote 24 continued
convincing example is given by Nickel (2009): ‘Elephants live in Africa and Asia’ (although according to
one reviewer this is unproblematic, because it involves a commulative reading). Note that on our analysis
it might well be possible that for two mutually incompatible features like f and h it could be that ¬∃g ∈
Alt( f ) : �∗Pg

G >> �∗P f
G and ¬∃g ∈ Alt(h) : �∗Pg

G >> �∗Ph
G , even if Alt( f ) = Alt(h). What is

obviously not possible on our analysis is that for the conjoined feature f ∧ h it holds that �∗P f∧h
G is high.

Thus, for such cases, ‘∧’ must have wide scope (on a non-commulative reading, if such a reading exists).
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because of our assumption that P(B/A) = 0, if P(A) = 0, it immediately follows
that�∗P f

G reduces to P( f /G) in case
⋃

Alt(G) = ∅ (and otherwise stays as before).
Thus, if only lions are considered, the generic ‘Lions are mammals’ is on this modifi-
cation predicted to be true iff P( f /G) >> P(¬ f /G) (if Alt( f ) = {¬ f }), like Cohen
(1999) requires for his absolute reading. Notice, though, that on our proposal we can
account for Cohen’s absolute reading without stipulating that it is a separate reading:
it just falls out as the interpretation because

⋃
Alt(G) = ∅.25

(4). The use of relative difference,�∗P f
G , instead of contingency,�P f

G , is arguably
useful to account for mathematical examples. For instance, we have to explain why
(2-a), repeated here as (20-a), is a good generic, but (20-b) is not, although the vast
majority of prime numbers are odd.

(20) a. Triangles have three sides.
b. Prime numbers are odd.

A natural way to account for mathematical generics in terms of our framework is to

demand that �∗P f
G has the maximal value, i.e. �∗P f

G = P( f /G)−P( f /
⋃

At(G))

1−P( f /
⋃

Alt(G))
= 1. It

is easy to see that this is the case only if P( f /G) = 1. This give rise to the correct
prediction that (20-a) is true, but that (20-b) is false, just as it should be.

Let us now consider non-descriptive generics like (12-a) ‘Bishops move diago-
nally’. At least since Kripke (1972/1980) we know that identity statements can be
used in two different ways: (i) to state the identity of meaning (intension) of the
two terms, or (ii) to fix, or define, the meaning of one term in terms of the meaning
of the other. Generic sentences are very much like identity statements in this sense,
and can be used in those two similar ways. Kripke explains the a priori character
of a sentence like ‘Stick S is one meter long’ when talking about the ideal stick,
or standard meter, preserved in Paris ever since the French Revolution by the sec-
ond use of identity statements. Stalnaker (1978) proposed to account for this making
use of the idea that worlds not only determine what is the extension of a term, but
also its intension (or meaning). This allows him to distinguish two kinds of propo-
sitions that can be expressed by sentence A in world w: (i) the standard proposition
{v ∈ W : A is true in v, given the meaning of A in w}, and (ii) the diagonal proposi-
tion {v ∈ W : A is true in v, given the meaning of A in v}. To account for the a priori
character of identity statements, Stalnaker uses the diagonal proposition expressed by
such a statement.

We propose that on a definitional use of a generic of the form ‘Gs are f ’, having f
is a necessary condition for being a G. Thus, it is required that P( f /G) = 1. We have
seen above that for�∗P f

G to be 1, it has to be the case that P( f /G) = 1. Thus, it seems

natural for definitional uses of generics to demand that �∗P f
G = 1. To account for the

25 If one doesn’t like the alternative treatment of conditional probability, one could also make use of the

notion of ‘weighted relative difference’, �∗
α P

f
G , as defined in footnote 16. Alternatively,

⋃
Alt(G) could

perhaps be thought of as the set all Gs imaginable, i.e., the Gs in all (im)possible worlds. In case we can
imagine that lions are not mammals, the value of �∗Pmammal

Lion = 1, and the sentence is predicted to be
true. This move is reminiscent to, and can (we think) be motivated by, Fernando and Kamp’s (1996) similar
move for the analysis of ‘many’.
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definitional or a priori character of definitional used generics, we follow the basic idea
of Krifka (2013) and concentrate on the diagonal proposition expressed by the generic.

(5). Next, if �P f
G > 0 but small, and P( f /G) is not high, Value( f ) has to be

high for ‘Gs are f ’ to be true. Recall that Value was brought in to take over some
insights from fear-conditioning.We claim that it is exactly this that makes our analysis
immediately account for striking generics like (10-b) ‘Ticks carry the Lyme disease’
and (21),

(21) Sharks attack swimmers.

which are problematic for default-based approaches (e.g. Asher and Morreau 1995).
Indeed, Leslie (2008) notes that ‘striking’ often means ‘horrific or appalling’, which
means having a high Value.

What about examples like (11-a), repeated here as (22)?

(22) Frenchmen eat horsemeat.

Here, fear doesn’t seem to play any role. Still, Schubert and Pelletier (1987: 338)
point out that, for North Americans, eating horsemeat can be thought of as striking,
because by many taken to be ‘disgusting’: very uncommon and giving rise to non-
neutral feelings. Learning that members of a group have a ‘disgusting’ habit more
than on average can be very interesting.Making use of Shannon’s Information Theory,
we can at least account for the ‘very uncommon’ aspect. f is uncommon only if f ’s
informativity, inf( f ), is high. The latter notion is defined as log2

1
P( f ) = − log2 P( f ).

According to this definition, inf( f ) receives a high value exactly if P( f ) is small.
∇P f

G now comes down to �∗P f
G × inf( f ),26 if f gives rise to non-neutral feelings. If

f is a very common feature, inf( f )will be small and∇P f
G can be high only if�(∗)P f

G

is high. For very uncommon features, however, ∇P f
G can be high even if �P f

G and

�∗P f
G are low (but > 0). We claim that this is going on for generics like (22).

Are the predicted readings strong enough to make generics that we predict true also
worthwhile to say? Notice that utility, or value, is a crucial part of our analysis: even
though only a very small percentage of ticks actually cary the Lyme disease, it is still
worthwhile to find out that (10-b) is true. Although there is only a small probability
that the tick you see carries the disease, the disease is serious enough to take measures:
the expected value of taking measures is higher than of doing nothing in case you see
an arbitrary tick. This suggests that the usefulness of a striking generic like (10-b) is
very similar to the usefulness of a standard generic like ‘Tigers have stripes’. Both can
be explained in terms of default instantiation, meaning that for both types of generics
of the form ‘Gs are f ’, we take it that, or act upon as if, any individual G has feature
f . But whereas the default conclusion makes sense for standard generics for reasons
of expectation, or probability (the probability that this individual G has feature f is
high), for striking generics the default should be explained in terms of themore general

26 What inf( f ) is meant to measure is the informativeness that an arbitrary x has feature f . It is well
known that informativity can be thought of as a special case of Value, or utility. Bernardo (1979) even
shows under which circumstances it reduces to it. For more discussion, see, e.g. van Rooij (2004).
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notion of expected value of possible actions. A sentence like ‘Pit bulls are dangerous
dogs’, for instance, is a good generic, or so we propose, because if knowing that a
dog is a pit bull increases (from, say, 2 to 10%) our expectation that the dog will be
dangerous and thus increases our ability to evaluate possible actions accordingly.27

Similarly, it is useful for categorization to concentrate on distinguishing features.
Value doesn’t have to have anything to dowith survival. Often enough it is just well-

being that counts. Consider (22) again. It is apparently worthwhile to say, or learn, that
this sentence is true, although we would survive equally well without this knowledge.
But then, notice also that our survival value of learning thatMadonna has a new boy toy
is practically zero: it wouldn’t change most of our behavior in any way. Still, the media
finds it interesting enough to report about it. Similarly, even if there is no real reason
to be bothered by what relatively many Frenchmen tend to eat, it can still increase
our well-being to gossip about about these Frenchmen by discussing their strange
disgusting eating habits. (Recall that according to Dunbar (1996), strengthening social
bonds is at least one of the main functions of language use, and gossip helps a lot).

(6). Although for ‘Gs are f ’ to be true, normally a significant portion of Gs have
to have feature f , sometimes the generic seems to have a much weaker existential
interpretation (cf. Lawler 1973; Krifka et al. 1995). Indeed, existential generics like
(23) seem to pose a problem for nearly any analysis of generics.

(23) A. Indians don’t eat beaf.
B. No! Indians [do]F eat beaf.

Cohen (1999, 2004a), however, is able to account for existential readings of generics by
assuming that these are interpreted onhis absolute readingwith Alt( f ) = { f }, because
then P( f /G ∩ ⋃

Alt( f )) > 1
2 just in case P( f /G) > 0. On our proposal we get the

same result if we assume that Alt( f ) = ∅ and Alt(G) = ∅ and if we limit the domain
of the probability function to f ∪⋃

Alt( f ) (recall that in contrast to Cohen (1999) we
assumed that f /∈ Alt( f )). Although formally appealing, the proposal is not the only
one that accounts for existential interpretations.Wecan formally account for existential
interpretations as well by assuming that Value is irrelevant, Alt( f ) = {¬ f } and
thinking of Alt(G) such that P( f /

⋃
Alt(G)) ≈ 0 (but > 0).28

27 For other cases where expected utility, instead of just expectation, is claimed to be relevant in natural
language semantics, see, among others, van Rooij (2003) and Malamud (2012).
28 To show this, notice that �∗P f

G > �∗P¬ f
G only if [P( f /G) − P( f /

⋃
Alt(G))] > [P(¬ f /G) −

P(¬ f /
⋃

Alt(G))]. By taking P( f /G) = p and denoting by x̂ a number that is very close to x , what
follows is that [P( f /G)−P( f /

⋃
Alt(G))] = [p−0̂] > [(1−p)−1̂] = [P(¬ f /G)−P(¬ f /

⋃
Alt(G))].

This reduces to p̂ > − p̂, which holds exactly if p > 0, i.e., if P( f /G) > 0: the existential interpretation.

But how is this compatible with the demand that�∗P f
G >> �∗P¬ f

G has to hold for the generic to be true? It

is, because what [p− 0̂] = p̂ > − p̂ = (1− p)− 1̂ results from is the idea that for the generic to be true it at

least has to be the case that �P f
G > �P¬ f

G . What we demanded however, involves �∗P f
G and �∗P¬ f

G : it

should be that
�P f

G
1−P( f /

⋃
Alt(G))

>>
�P¬ f

G
1−P(¬ f /

⋃
Alt(G))

. Although �∗P f
G is close to �P f

G = p̂ because

P( f /
⋃

Alt(G)) ≈ 0, �∗P¬ f
G is approximating −∞ and thus much lower than �P¬ f

G = − p̂, because
P(¬ f /

⋃
Alt(G)) is approximating 1, and thus 1 − P(¬ f /

⋃
Alt(G)) approximates 0.
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We don’t know which of these two ways to deal with existential interpretations is
conceptually most appealing, and whether we can account for the range of generic
examples (e.g. ‘Even Indians eat beaf’) discussed by Cohen (2004a) that receive an
existential interpretation on the second way remains to be seen. Notice that on our
second analysis we don’t assume that

⋃
Alt( f ) limits the domain over which the

probability function ranges. This, assumption, however, is crucial for Cohen (2004a),
and much of his arguments for why Alt( f ) = { f } in these relevant cases seem to
depend on that. Moreover, we feel it is natural that in case of existential interpretations⋃

Alt(G) ⊆ G. For (23), for instance, we think it is natural to think of
⋃

Alt(G) as
the set of Indians that verify what is said by A: the Indians that don’t eat beaf. The
result is that B claims that A did not take all Indians into account, not the ones that
do, in fact, eat beaf. Arguably, something similar holds for ‘Even Indians eat beaf’.

Before we leave this section dealing with the semantic analysis of generics, let
us finally contrast our analysis briefly with some alternative analyses we have not
mentioned yet, mainly to illustrate what is special about our own analysis.

We have proposed that generic sentences should be analyzed in terms of representa-
tiveness, and that the representativeness of feature f for group G should be measured
by∇P f

G , which is defined making use of contingency,�P f
G . Notice, now, that�P f

G is

closely related to two other interesting measures, P( f /G)
P( f ) and P( f /G)

P( f /¬G)
.29 It is remark-

able that P( f /G)
P( f ) and P( f /G)

P( f /¬G)
have been proposed as measures of stereotypicality of f

forG within social psychology (McCauley et al. 1980; Schneider 2004) and economics
(Bordalo et al. 2016), respectively. Indeed, just like �P f

G (and �∗P f
G ), also P( f /G)

P( f )

and P( f /G)
P( f /¬G)

give those features a high value that are distinctive for group G, and thus

highlight or exaggerate differences between groups. From these proposed measures
of stereotypicality, together with our own proposal involving representativeness, it
naturally follows that in case �(∗)P f

G is high, we could say that f is a stereotypical
feature of G. Is that already enough evidence to propose that ‘Gs are f ’ is a good and
true generic?

Indeed, a number of authors, including Declerck (1996) and Geurts (1985), have
proposed that generics are about stereotypical properties. This account has been criti-
cized by Krifka et al. (1995), however, and is largely abandoned in the literature. But
let us see whether the arguments used by these authors are valid for our interpretation
of stereotypicallity. A first argument used by Krifka et al. (1995) is that stereotypes

29 Contingency, �P f
G , is closely related to the standard notion of relevance, P( f / f G) − P( f ):

P( f /G) − P( f ) = P( f /G) − [(P( f /G) × P(G)) + (P( f /¬G) × P(¬G))]
= P( f /G) − [αP( f /G) + (1 − α)P( f /¬G)], with 0 ≤ α ≤ 1
= (1 − α)P( f /G) − (1 − α)P( f /¬G)

= β[P( f /G) − P( f /¬G)],with 0 ≤ β ≤ 1.

Obviously, P( f /G)
P( f ) behaves monotone increasingly with P( f /G) − P( f ), just as P( f /G)

P( f /¬G)
behaves

monotone increasingly with P( f /G) − P( f /¬G). Deciphering the German Enigma Code, Turing once

introduced the measure log P( f /G)
P( f /¬G)

, which behaves monotone with these latter measures as well, given
the nature of logarithmic functions. Although these notions are not all ordinal equivalent, all these measures
are high if P( f /G) − P( f ) is high.
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are just widely acknowledged beliefs within a speech community, while the truth of a
generic depends on actual facts: even if uttered in a culture where everybody believes
that snakes are slimy, they argue, ‘Snakes are slimy’ is still false. This argument is
obviously invalid with respect to our analysis of stereotypes, however, if we base
our analysis not on a subjective probability function, but on objective frequencies, or
propensities. The truth of a generic is then predicted to depend on actual facts. A sec-
ond counterargument of Krifka et al. (1995) is that stereotypes are tied to well-known
groups or kinds, while generics are often not about any of those things. But, again, we
don’t see why this could be problematic for our analysis: for the calculation of �∗P f

G
we don’t have to think of G as a well-established kind. A third counterargument is the
fact that although the stereotype is that Hindus don’t eat meat, a generic like ‘Hindus
eat meat’ can be true in certain contexts, e.g. as a denial of the claim that no Hindu
eats meat. We have seen above how to deal with problem, however. We conclude that
the standard arguments against an analysis of generics in terms of stereotypicality are
not valid on our implementation of the latter notion.

Sterken (2015) has recently argued that generics are more context dependent than
is generally assumed: not only the domain of quantification is context dependent, but
also the required force of quantification. We see her proposal as a description of what
should be done. Seen from this perspective, one can see our analysis as a proposal of
how this idea should be implemented. Indeed, on our analysis the required force of
‘quantification’ depends on context as well. How high P( f /G) must be in order for
the generic ‘Gs are f ’ to be true depends on what Alt(G), and thus P( f /

⋃
AltG)

is, what Value( f ) is and what Alt( f ) is. Sterken (2015) also argues that, in contrast
to most people’s intuition, striking generics like (10-b) and (21) are actually false.
Such a move certainly makes it much easier to provide an adequate analysis of the
truth conditions of generics. Still, one presumably has to make use of something like
Value anyway to explain the common intuition that such sentences are true, either in
semantics or in pragmatics. In this paper we follow our own intuition and the standard
assumption in the literature that sentences like (10-b) and (21) are true. See Sect. 5
of this paper, however, for a pragmatic explanation Sterken might use of how high
Value might give rise to high subjective probability. Given the similarity of generics
and habituals and Carlson’s (1977) observation that we need far fewer instances of
John murdering children to make the habitual (24-a) acceptable than instances of John
walking to work to make (24-b) true,

(24) a. John murders children.
b. John walks to work.

we advice strongly against such a move, though.
Tessler andGoodman (2019) have very recently proposed another analysis of gener-

ics where the value that P( f /G) has to be in order for the generic to be acceptable is
context dependent, in particular on prior probabilities. We only discovered this pro-
posal after writing the first versions of this paper, and the analysis is based on similar
ideas aswe have. For instance, they use (in the latest version) P( f /G)

P( f ) as a relevantmea-
sure, a notion we have seen was used by others to measure stereotypicality. We don’t
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want to compare the analyses in detail here,30 but let us point to at least two salient
differences. First, in contrast to us they claim that generics should be accounted for in
terms of subjective probabilities, and that generics are not simply true or false. Instead,
we agree with most semanticists that generics do have truth conditions, for instance
to account for the fact that generics can be embedded in, for instance, antecedents
of conditionals (cf. Pelletier and Asher 1997). Moreover, we agree with Krifka et al.
(1995) that ‘Snakes are slimy’ is false even if most people believe it is true. Second,
Tessler andGoodman (2019) don’t make use of Value to account for striking generics.
They seek to account for these by suitable choices of alternatives. Although we have
to admit that the use of Value only adds an extra free parameter to the analysis, we
feel that the use of this parameter is well justified by (i) other work in formal semantics
that make use of utility as well (e.g. van Rooij 2003; Malamud 2012), and (ii) the fact
that fear and intensity is known to affect the learning and representation of categories
(as reviewed in Sect. 3 of this paper).

Finally, it has been suggested to us by several people that sentences like (10-a)
‘Mosquitos carry theWest Nile Virus’ are generally taken to be true not because people
think P( f /G) is high, but rather because they take P(G/ f ) to be high; people just
confuse the two kinds of conditional probabilities. There is indeed empirical evidence
that people sometimes confuse the two types of conditional probabilities. We doubt,
however, that this can be the reason that we consider other ‘striking’ generics like
(9) ‘Wolves kill men’ to be true. So although this suggested strategy might be able
to explain away some ‘striking’ generics, it won’t explain away all of them, or so we
think.

5 Strong pragmatics: from biases to probabilities

On the basis of experimental evidence, Cimpian et al. (2010) concluded that to accept
a generic about a group we are familiar with, relatively weak conditions have to be
fulfilled. At the same time, Cimpian et al. (2010) have observed that hearers treat
generics as being inferentially much more powerful. They are treated inferentially in
a much stronger way: (almost) all Gs are f .31 This holds especially if this generic
is about a, for the hearer, relatively unknown group. What could explain this strong
interpretation?

Our proposal is that this is due to the fact that people generally confuse represen-
tativeness (or stereotypicality) with probability (or prototypicality), especially if they
are less familiar with Gs. Thus, for those cases where Alt(G) �= ∅, and thus �∗P f

G

does not reduce to P( f /G), we propose that, nevertheless, people confuse high�∗P f
G

with high P( f /G). This idea might seem ad hoc, but it is in fact at the heart of the

30 The use of P( f /G)
P( f ) instead of our �∗P f

G will have some empirical consequences, because the notions
are both quantitatively and ordinally distinct. At this point we don’t know how important these empirical
consequences are.
31 This distinction between conditions for acceptance and inferential use (or perhaps understanding versus
willingness to produce) is arguably not limited to generics. A similar distinction has been proposed for
the analysis of, among others, sentences involving (negated) vague adjectives, e.g., by Krifka (2007) and
Cobreros et al. (2012).
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whole Biases andHeuristics program of Tversky andKahneman (1974).Wewill argue
that people confuse high �P f

G or high �∗P f
G with high conditional probability due

to their representativeness and causality heuristics (or close variants thereof), and that
they give higher probabilities to features with high Value due to their availability

heuristics. As a result, high ∇P f
G = �P f

G
1−P( f /¬G)

× Value( f ) is confused with high

P( f /G). This, we propose, gives rise to the strong inferential interpretation.
The heuristics and biases program started with Tversky and Kahneman showing

that our intuitions involving probability judgements are not in accordance with the
norms given by Bayesian probability theory. Kahneman and Tversky’s (1972) most
famous example is their conjunction fallacy, which shows that in some situations
people assign greater (conditional) probability to a conjunction than to one of its
conjuncts, i.e., P(B ∧ F/L) > P(B/L), although this is impossible according to the
normative Bayesian theory. For example, a woman (Linda) with liberal political views
was judged by most participants to be more likely a feminist bank teller than a bank
teller.

Tversky and Kahneman did not only point out some empirical problems for the
normative theory of probabillity. They also proposed an alternative hypothesis of how
we actually make probability judgements. According to their Biases and Heuristics
program (Tversky andKahneman 1974), to reach a probability judgement, we often do
not reason according to Bayesian probability theory, but use simplifying or shortcut
heuristics. These heuristics are mostly approximately correct, but also give rise to
systematic biases in certain contexts.

At the heart of the Heuristics and Biases approach is the attribute substitution
heuristic, and biases like representativeness, availability, and causality. The heuristic
people make use of is that when faced with a hard question about a particular quantity,
type of situation or attribute, people have a tendency to answer a different but easier
question about quantities, types of situations or attributes that are still representative
for the ones in the original question, but are alsomore readily accessible (cf. Kahneman
and Frederick 2002). Kahneman and Tversky (1972) argue that the conjunction fallacy
arises because individuals apply the representativeness heuristics as a cue to subjective
probability, B ∧ F (being a bank teller and a feminist) given L is considered more
likely than B (being a bank teller) given L , because B ∧ F is considered more typical,
or representative, for Linda.

Kahneman and Tversky (1972) thought of representativeness in terms of a prim-
itive notion of similarity, but this has been criticized as being too vague to explain
our intuitive probability judgements (cf. Gigerenzer 1996). Tenenbaum and Griffiths
(2001) and others convincingly argued that for conceptual (rationalistic) and empirical
reasons, representativeness can better be thought of in terms of a notion of eviden-
tial support, or associative strength as measured by something like �P or �∗P or
(log) P( f /G)

P( f /¬G)
.32 Indeed, Gluck and Bower (1988), Shanks (1990) and Lagnado and

Shanks (2002) explicitly claim that when people are asked a question about proba-

32 Although these measures differ from one another, they have a lot in common. Most importantly, these
values go up with increasing difference between P( f /G) and P( f /¬G). All three notions, and many
similar ones as well, have also been proposed in philosophy of science to measure strength of confirmation.
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bility, they readily substitute this with the closely related question about evidential
support, or strength of association. Although they claim that this makes a lot of sense
(because to be attuned to evidential strength, or support, is in general more impor-
tant than to be attuned to absolute probability values), it sometimes gives rise to a
very incorrect response.33 To give a telling example from Newel et al. (2007), sup-
pose that a football team is as likely to win as to lose when Johan plays, but that
the team much more likely loses when Johan is not playing. In that case, although
P(win/Johan plays) = P(¬win/Johan plays), still people typically will believe
that the team will win if Johan is playing. Indeed, Lagnado and Shanks (2002), Crupi
et al. (2008) and others show that with the help of any of the notions of evidential sup-
port, the conjunction fallacy can be explained34: although P(B ∧ F/L) ≤ P(B/L),
it might well be that P(B ∧ F/L) − P(B ∧ F/¬L) > P(B/L) − P(B/¬L) and
thus �(∗)PB∧F

L > �(∗)PB
L . In a similar way one can explain other ways people devi-

ate from the normative Bayesian theory, such as the fact that people tend to neglect
base rates (see e.g., Newel et al. 2007). More in general, the experimental evidence
that people are more accurate and consistent in making impact judgments than prob-
ability judgments suggest that ‘stereotypes could be generated and maintained by a
prevalence of impact over posterior probability’ and ‘people appear rational because
they rely more on detecting relations of impact than on computing values of posterior
probability’ (Tentori et al. 2016, p. 770).

The problem we wanted to account for in this section is to explain why people
generally treat generics of the form ‘Gs are f ’ inferentially as holding that P( f /G)

is high. Our analysis merely predicts that the sentence is true iff ∇P f
G is high, which

means that �∗P f
G × Value( f ) is high. On the above idea (known as the ‘associative

theory of probability judgments’) ofGluck andBower (1988) andothers thatwe readily
substitute, or confuse, probability for evidential support, the gap between the two can
easily be bridged in case all features have the same value. Recall that if the value of the
features is irrelevant, high ∇P f

G reduces to a high relative difference, �∗P f
G . By the

associative theory of probability judgments, or the representativeness bias, however,

33 More formally, whereas contingency and relative difference are symmetric-like notions, conditional
probability is not. P( f /G) can increase without P(G/ f ) doing so. On the other hand, we have seen above

that �P f
G behaves monotone increasingly with respect to P( f /G) − P( f ). To show that contingency

behaves symmetric-like, it suffices to show that P( f /G) − P( f ) behaves monotone increasingly with
respect to P(G/ f ) − P(G):

P( f /G) − P( f ) = P(G/ f )×P( f )
P(G)

− P(G)×P( f )
P(G)

= α[P(G/ f ) × P( f )] − α[P(G) × P( f )], with α = 1
γ , 0 ≤ γ ≤ 1

= α[P(G/ f ) × P( f ) − P(G) × P( f )]
= α[P(G/ f ) × β − P(G) × β],with 0 ≤ β ≤ 1

. = αβ[P(G/ f ) − P(G)].
34 To be clear, there is no shortage of proposals of how to account for the conjunction fallacy. Some
have proposed to make use of likelihood, of source reliability, or of a nonmonotonic logic analysis of
normality, instead of evidential support. Others have pointed to the potential influence of a non-Boolean
reading of conjunction, of conversational implicatures, of alternatives being considered, or of cognitive
ability. Many empirical studies have been done to control for these influences, but Tversky and Kahneman’s
findings proved to be rather robust. If the participants were confronted explicitly with frequencies instead
of probabilities, however, the conjunction error reduced sharply.
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this is confused with high P( f /G), which explains the common intuition under these
circumstances.

What if the values of the features might be important, i.e., if the relevant features are
‘horrific’ or ‘appalling’? According to Tversky and Kahneman’s (1974) availability
heuristics, people assess the probability of an event by the ease with which instances
or occurrences can be brought to mind. Usually this heuristic works quite well; all
things being equal, common events are easier to remember or imagine than uncommon
events. Unfortunately, sometimes the general rule of thumb doesn’t do its job and leads
to systematic biases. Some events are more available than others not because they tend
to occur frequently or with high probability, but simply because they are inherently
easier to think about. Emotionally-charged events, or horrific or appalling features, can
be brought to mind easily. Thus, by the availability heuristics, P( f /G) is considered
higher than it actually is, perhaps close to 1, if Value( f ) is high.

We have argued that hearers that are unfamiliar with group G treat a generic of the
form ‘Gs are f ’ inferentially in a much stronger way than one would expect according
to the semantic analysis we defended in the previous section, because they confuse
representative features, features f where �∗P f

G × Value( f ) is high, with probable
features, features f where P∗( f /G) is high. In the last formula, P∗ models subjective
belief rather than objective frequencies or propensities. Obviously, if P∗( f /G) is high,
we have explained why the generic ‘Gs are f ’ is interpreted as meaning that almost
all Gs are f .

Actually, there is another reason why a high representativeness between G and f ,
measured by a high �P f

G or high �∗P f
G , increases the felt conditional probability

P( f /G), i.e., P∗( f /G). Although �P f
G and �∗P f

G only measure the correlation

between G and f , psychologists and philosophers of science use �P f
G or �∗P f

G as an
indication for the causal strength of G for f (e.g., Skyrms 1980; Shanks 1995; Cheng
1997). Indeed, Tversky and Kahneman (1980) show that if we see a correlation, we
tend to interpret it in the preferred (strongest) way: as causal. Moreover, they show that
if an event is causally explained, it is seen asmore likely than it actually is. Combining
these ideas leads to the causality bias: high representiveness of a feature for G as we
measured it, leads to higher subjective probability given G than is justified (meaning
that P∗( f /G) is higher than P( f /G)), because we believe that there exists a causal
relation between G and f .

This last reason why high representability leads to high conditional probability
is closely related with Barth’s (1971), Leslie’s (2013) and Haslanger’s (2010, 2014)
proposals why we (and children in particular) treat generics inferentially typically in
such a strong way. Haslanger (2014) argues that if we use a generic like ‘Women are
more nurturing than men’, we implicate that there is something about what it is to
be a woman and about what it is to be a man that explains their supposed differential
capacities to nurture. From this she concludes that the utterance of a generic of the form
‘Gs are f ’ will normally add to the common ground of the conversation a claim about
f ’s naturalness for the group, or kind, G. Why? Because we (perhaps erroneously)
believe that robust regularities are not accidental: they are due to the natures of things.
This, again, is exactly in line with the view of Keil (1989) and others, that people tend
to have essentialist beliefs about a substantial number of categories. Haslanger (2014)
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and Leslie (2013) argue that this is why it is dangerous to claim ‘Muslims are terrorists’
but not (10-b) ‘Ticks carry the Lyme disease’: while for the latter essentialists belief
might be true, this is certainly not the case for the former.35

Although we agree with Barth (1971), Leslie (2013) and Haslanger (2014) that
essentialist beliefs play a pragmatically significant role in why we interpret generic
statements in such a strong way (cf. van Rooij and Schulz, to appear), we don’t think
this is the whole reason: it is only one of the biases singled out by Tversky and
Kahneman (1974) that are crucial.

6 Conclusion and outlook

In this paper we have based our analysis of generic sentences primarily on an intuition
that some authors over the years have claimed would be natural for at least some
examples (e.g. Krifka et al. 1995): a generic of the form ‘Gs are f ’ is true iff f is a
typical, distinguishing, feature for Gs. Many analyses of generics have been proposed
over the years, and none has come out as the clear winner. This is partly due, we
suspect, to the vagueness and context-dependence of what is meant by a generic. We
have little doubt that our proposal won’t meet universal acceptance either. Still, we
hope that this paper at least shows that an analysis in terms of typicality can be pushed
much further than is generally assumed. We also argued that such a semantic analysis
is naturally extended by pragmatic strengthening, making use of insights fromTversky
and Kahneman’s Heuristics and Biases approach. This popular approach within social
and cognitive psychology [as measured by the selling rates of Kahneman (2011)], has,
to the best of our knowledge, never been used so far in pragmatics. We think this is a
shame, and we hope this paper will help to change things accordingly.

In this paper we make use of typicality based on contingency, �P f
G , or relative

difference, �∗P f
G , to explain why people accept generics based on weak evidence.

We also use the Heuristics and Biases approach to explain why people treat generic
statements inferentially in a much stronger way. Both ideas are closely related: a
high contingency between two variables C and O means that C is predictive of O ,
which suggests a high conditional probability of O given C (and this suggestion
might be incorrect in case the base rate of C , P(C), is relatively low). Although the
Heuristics and Biases approach and the idea that people readily confuse conditional
probability with evidential impact have a solid experimental base, direct experimental
evidence of our use of representativeness for the proposed semantic and pragmatic
analyses of generics is still missing. But it should be relatively easy to test these pro-
posals experimentally, certainly if representativeness is reduced to relative difference.
If there is a conflict between the relative difference (high) and the conditional probabil-
ity/frequencies (relatively low) between two variables (say G and f ), would subjects
accept the generic ‘Gs are f ’ if Alt(G) �= ∅? And if yes, would these subjects assign
(much) higher conditional probabilities to f givenG than the actual frequencies allow
for? Although we are not yet ready to state definite conclusions, the early results of

35 Moreover, P(terrorist/Muslims) is many orders of magnitudes lower than
P(carry Lyme disease/T icks).
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some online experiments where we tested these hypotheses do, indeed, suggest that
the answers to those questions are positive [see also the experiments on stereotypes as
reported in Bordalo et al. (2016)]. In this paper we also suggested that subjects often
accept and interpret generics not based on actual frequencies, or propensities, but on
a distorted picture of it provided by the media. This suggestion was investigated by
our student van Harmelen (2017) who tested (on a relatively small corpus) whether
there is a relation between acceptance of generic sentences of the form ‘Gs are f ’ and
the contingency between the two variables as observed in newspapers, making use of
techniques from distributional semantics. His findings are encouraging.

In this paper we have linked generics with typicality, and in particular stereo-
typicality. Thinking of stereotypes in terms of representativeness makes them
intrinsically useful, because they allow us to make generalizations. But, of course,
stereotypes have a negative connotation: they misrepresent groups for which they are
typical. We have explained how that can be: representativeness, or typicality, normally
looks for distinguishing features, and as such, exaggerate differences. But we haven’t
explained many other properties of stereotypes (cf. Schneider 2004), such as why
stereotypes—and thus the acceptance of generic sentences—are so hard to change.
We think we can explain this as well, but for that we would need stronger representa-
tions of beliefs. Until nowwe have represented beliefs in terms of probabilities, but we
haven’t been able tomodel their difference in stability. Perhaps this could be accounted
for in terms of a connectionist mechanism to learn ∇P , making use of the delta rule
which is sensitive to the sample size. Alternatively, we could make use of Skyrms’
(1980) notion of ‘resilience’ to capture the notion of stability, although perhaps causal
frameworks (e.g. Pearl 1988, 2000) could provide a more insightful model. In future
work we would like to investigate how best to proceed.

Our analysis of generics in this paper is very Humean, built on correlations and
frequencies and the way we learn from those. Many linguists and philosophers feel
that there must be something more: something underlying these actual frequencies,
like essences or objective kinds which have causal powers and dispositions. In future
workwe hope to show that such a causal perspective is closely related to the associative
analysis of generics proposed in this paper, making use of insights due to Cheng (1997)
and Pearl (2000) and others. We believe something similar holds for conditionals. It
seems a natural thought to analyze generics as hidden conditionals, or at least for the
two to be handled in similar ways. Indeed, similarly to generics, for the conditional
‘If A, then C’ to be appropriate it is normally claimed that it is high P(C/A) that
counts (Adams 1965). But high P(C/A) can hardly be enough for all conditionals,
in particular not for the so-called ‘relevance’ conditionals. Moreover, although the
condition that P(C/A) is high is fulfilled for the conditional ‘If A, then 0 �= 1’, it is
still a weird, if not inappropriate, conditional. Some connection is desired, normally a
causal one. According to Shanks (1995) and Cheng (1997) and others, positive �PC

A
is a necessary condition for A being causally relevant to C . Thus, it is only natural to
demand that�PC

A , and thus∇PC
A , is positive. In further work we will propose that for
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the appropriateness of many conditionals, what counts is high ∇PC
A , perhaps derived

from a causal analysis of conditionals (cf. van Rooij and Schulz 2019).
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